


P
H

O
T

O
: 

A
N

D
Y

 B
U

C
H

A
N

A
N

/
D

IG
IT

A
L

/
A

F
P

 V
IA

 G
E

T
T

Y
 I

M
A

G
E

S

27 NOVEMBER 2020 • VOL 370 ISSUE 6520    1011SCIENCE   sciencemag.org

NEWS

IN BRIEF

1016 News at a glance

IN DEPTH 

1018 Arecibo radio telescope 
to be decommissioned 
Famed observatory set for demolition 

after cable failures put it on the brink of 

collapse By D. Clery

1019 Laser fusion reactor approaches 
‘burning plasma’ milestone
After a decade, National Ignition Facility nears 

a self-heated, sustained reaction, though net 

energy gain is still elusive  By D. Clery

1020 Study homes in on ‘exceptional 
responders’ to cancer drugs
Project reveals clues to why some patients 

respond much better than others  By J. Kaiser

1021 Potential signs of life on Venus 
are fading fast
Amid mounting criticism, claims for cloud-

borne phosphine are downgraded  

By P. Voosen

1022 Public needs to prep for vaccine 
side effects
“Take Tylenol and suck it up,” says one 

researcher. Fever, aches show vaccine works 

By M. Wadman

1023

27 NOVEMBER 2020 

VOLUME 370 • ISSUE 6520

CONTENTS

INSIGHTS

PERSPECTIVES 

1030 Surplus and stress control 
autumn timing
Climate change might cause an early 
shedding of leaves if trees have stored 
enough carbon  By C. R. Rollinson

RESEARCH ARTICLE p. 1066; PODCAST

1031 Witnessing ice habitat collapse 
in the Arctic
Abrupt ice loss signals major changes ahead 
in a north polar conservation zone 
By W. F. Vincent and D. Mueller

1033 Crisis and catharsis in 
atomic physics
Precise measurement of an atomic 
hydrogen transition resolves the proton 
size puzzle  By W. Ubachs

RESEARCH ARTICLE p. 1061

1034 Engineering cytokines and 
cytokine circuits
Learning to speak the secret language 
of immune cells could improve 
immunotherapies  By A. W. Li and W. A. Lim

1036 Staying connected under tension
A tyrosine kinase connects tension with 
strength of junctions between three adjacent 
cells  By S. Raghavan and V. Vasioukhin

RESEARCH ARTICLE p. 1060

1037 Tree rings circle an abrupt
shift in climate
A recent drier-hotter climate stands out in 
the context of past climate variability 
By Q.-B. Zhang and O. Fang

REPORT p. 1095

1038 Sequencing perturbed
cortex development
Single-cell genomics show promise for 
understanding neurodevelopmental 
disorders  By B. Treutlein and J. G. Camp

RESEARCH ARTICLE p. 1057

POLICY FORUM 

1040 Protecting consumers from
collusive prices due to AI
Price-setting algorithms can lead 
to noncompetitive prices, but the law is 
ill equipped to stop it  By E. Calvano et al.

BOOKS ET AL. 

1043 Learning to think long-term
Lessons from nuclear waste 
management could help us move beyond 
shortsighted climate thinking  By J. D. Hamblin

FEATURES 

1023 Grade: Incomplete
As COVID-19 soars in many 
communities, schools attempt to 
find ways through the crisis  
By G. Vogel and J. Couzin-Frankel

PODCAST

1028 Guiding lights
Precise maps of millions of bright 
quasars show our place in the 
cosmos as never before  By J. Sokol

Published by AAAS



P
H

O
T

O
: 

W
IL

L
I 

R
O

L
F

E
S

/
M

IN
D

E
N

 P
IC

T
U

R
E

S

27 NOVEMBER 2020 • VOL 370 ISSUE 6520    1013SCIENCE   sciencemag.org

RESEARCH

IN BRIEF 

1053 From Science and other journals

REVIEW

1056 Protein modeling
Protein storytelling through physics 
E. Brini et al.
REVIEW SUMMARY; FOR FULL TEXT:

DX.DOI.ORG/10.1126/SCIENCE.AAZ3041

1089 Coronavirus
Structural analysis of full-length SARS-CoV-2 
spike protein from an advanced vaccine 
candidate  S. Bangaru et al.

1095 Climatology
Abrupt shift to hotter and drier climate over 
inner East Asia beyond the tipping point 
P. Zhang et al.
PERSPECTIVE p. 1037

1099 Synthetic biology
Precise T cell recognition programs designed 
by transcriptionally linking multiple receptors 
J. Z. Williams et al.

1105 Ribosome structure
Elongational stalling activates mitoribosome-
associated quality control  N. Desai et al.

1110 Coronavirus
REGN-COV2 antibodies prevent and treat 
SARS-CoV-2 infection in rhesus macaques 
and hamsters  A. Baum et al.

1115 Sex determination
A chimeric gene paternally instructs female 
sex determination in the haplodiploid wasp 
Nasonia Y. Zou et al.

ON THE COVER

For many imperiled species, including the 
Mojave desert tortoise (Gopherus agassizii), 
translocation of individuals to augment 
populations is an important conservation 
strategy. Researchers now demonstrate that 
individual heterozygosity is a key predictor 

of translocation success 
in these tortoises—a 
finding that may have 
broad implications 
for improving survival 
outcomes for many 
endangered species. 
See page 1086. Photo: 
Cameron Rognan

SCIENCE (ISSN 0036-8075) is published weekly on Friday, except last week in December, by the American Association for the Advancement of Science, 1200 New York Avenue, NW, Washington, DC 20005. Periodicals mail 
postage (publication No. 484460) paid at Washington, DC, and additional mailing offices. Copyright © 2020 by the American Association for the Advancement of Science. The title SCIENCE is a registered trademark of the AAAS. Domestic 
individual membership, including subscription (12 months): $165 ($74 allocated to subscription). Domestic institutional subscription (51 issues): $2148; Foreign postage extra: Air assist delivery: $98. First class, airmail, student, and 
emeritus rates on request. Canadian rates with GST available upon request, GST #125488122. Publications Mail Agreement Number 1069624. Printed in the U.S.A.
Change of address: Allow 4 weeks, giving old and new addresses and 8-digit account number. Postmaster: Send change of address to AAAS, P.O. Box 96178, Washington, DC 20090–6178. Single-copy sales: $15 each plus shipping and 
handling available from backissues.sciencemag.org; bulk rate on request. Authorization to reproduce material for internal or personal use under circumstances not falling within the fair use provisions of the Copyright Act can be obtained 
through the Copyright Clearance Center (CCC), www.copyright.com. The identification code for Science is 0036-8075. Science is indexed in the Reader’s Guide to Periodical Literature and in several specialized indexes.

C ONTENTS

DEPARTMENTS

1015 Editorial 
Modeling, post COVID-19  
By William H. Press and Richard C. Levin

1130 Working Life 
Credit where credit is due  By Emily Fogarty

Science Staff ............................................ 1014

AAAS News & Notes ................................1048

Science Careers ........................................ 1119

1044 Purse strings, patients, and 
personal glory
An anthropologist investigates the factors 
shaping modern genetic medicine 
By S. Güttinger

LETTERS 

U.S. space policy 

1045 Multilateral mining
By A. Gilbert et al.

1045 An international model
By M. J. Sundahl

1046 Response
By A. Boley and M.  Byers

1046 Techincal Comment abstracts

RESEARCH ARTICLES 

1057 Neurogenomics
In vivo Perturb-Seq reveals neuronal and glial 
abnormalities associated with autism risk 
genes  X. Jin et al.
RESEARCH ARTICLE SUMMARY; FOR FULL TEXT:

DX.DOI.ORG/10.1126/SCIENCE.AAZ6063

PERSPECTIVE p. 1038

1058 Coronavirus
Viral epitope profiling of COVID-19 patients 
reveals cross-reactivity and correlates of 
severity  E. Shrock et al.
RESEARCH ARTICLE SUMMARY; FOR FULL TEXT:

DX.DOI.ORG/10.1126/SCIENCE.ABD4250

1059 Transcription
Identification of Integrator-PP2A complex 
(INTAC), an RNA polymerase II phosphatase 
H. Zheng et al.
RESEARCH ARTICLE SUMMARY; FOR FULL TEXT:

DX.DOI.ORG/10.1126/SCIENCE.ABB5872

1060 Cell biology
Abl and Canoe/Afadin mediate 
mechanotransduction at tricellular junctions 
H. H. Yu and J. A. Zallen

RESEARCH ARTICLE SUMMARY; FOR FULL TEXT:

DX.DOI.ORG/10.1126/SCIENCE.ABA5528

PERSPECTIVE p. 1036

1061 Fundamental physics
Two-photon frequency comb spectroscopy 
of atomic hydrogen  A. Grinin et al.
PERSPECTIVE p. 1033

1066 Forest ecology
Increased growing-season productivity drives 
earlier autumn leaf senescence in temperate 
trees  D. Zani et al.
PERSPECTIVE p. 1030; PODCAST

REPORTS 

1072 Chemical physics
Capturing roaming molecular fragments in 
real time  T. Endo et al.

1077 Topological systems
Exceptional nexus with a hybrid topological 
invariant  W. Tang et al.

1080 3D printing
Critical instability at moving keyhole tip 
generates porosity in laser melting 
C. Zhao et al.

1086 Conservation genetics
Individual heterozygosity predicts 
translocation success in threatened 
desert tortoises  
P. A. Scott et al.

1030 & 1066

Published by AAAS



Editor-in-Chief Holden Thorp, hthorp@aaas.org

Executive Editor Monica M. Bradford
Editors, Research Valda Vinson, Jake S. Yeston   Editor, Insights Lisa D. Chong

DEPUTY EDITORS Julia Fahrenkamp-Uppenbrink (UK), Stella M. Hurtley (UK), Phillip D. Szuromi, Sacha Vignieri SR. EDITORIAL FELLOW 

Andrew M. Sugden (UK) SR. EDITORS Gemma Alderton (UK), Caroline Ash (UK), Brent Grocholski, Pamela J. Hines, Di Jiang, Marc 
S. Lavine (Canada), Yevgeniya Nusinovich, Ian S. Osborne (UK), Beverly A. Purnell, L. Bryan Ray, H. Jesse Smith, Keith T. Smith 
(UK), Jelena Stajic, Peter Stern (UK), Valerie B. Thompson, Brad Wible, Laura M. Zahn ASSOCIATE EDITORS Michael A. Funk, Priscilla 
N. Kelly, Tage S. Rai, Seth Thomas Scanlon (UK), Yury V. Suleymanov LETTERS EDITOR Jennifer Sills LEAD CONTENT PRODUCTION EDITORS 
Harry Jach, Lauren Kmec CONTENT PRODUCTION EDITORS Amelia Beyna, Jeffrey E. Cook, Chris Filiatreau, Julia Katris, Nida Masiulis, 
Suzanne M. White SR. EDITORIAL COORDINATORS Carolyn Kyle, Beverly Shields EDITORIAL COORDINATORS Aneera Dobbins, Joi S. Granger, 
Jeffrey Hearn, Lisa Johnson, Maryrose Madrid, Ope Martins, Shannon McMahon, Jerry Richardson, Hilary Stewart (UK), Alana 
Warnke, Alice Whaley (UK), Anita Wynn PUBLICATIONS ASSISTANTS Jeremy Dow, Alexander Kief, Ronmel Navas, Brian White EXECUTIVE 

ASSISTANT Jessica Slater ASI DIRECTOR, OPERATIONS Janet Clements (UK) ASI SR. OFFICE ADMINISTRATOR Jessica Waldock (UK)

News Editor Tim Appenzeller
NEWS MANAGING EDITOR John Travis INTERNATIONAL EDITOR Martin Enserink DEPUTY NEWS EDITORS Elizabeth Culotta, Lila Guterman, 
David Grimm, Eric Hand (Europe), David Malakoff SR. CORRESPONDENTS Daniel Clery (UK), Jon Cohen, Jeffrey Mervis, Elizabeth 
Pennisi ASSOCIATE EDITORS Jeffrey Brainard, Catherine Matacic NEWS REPORTERS Adrian Cho, Jennifer Couzin-Frankel, Jocelyn 
Kaiser, Kelly Servick, Robert F. Service, Erik Stokstad, Paul Voosen, Meredith Wadman INTERNS Lucy Hicks, Cathleen O'Grady 
CONTRIBUTING CORRESPONDENTS Warren Cornwall, Andrew Curry (Berlin), Ann Gibbons, Sam Kean, Eli Kintisch, Kai 
Kupferschmidt (Berlin), Andrew Lawler, Mitch Leslie, Eliot Marshall, Virginia Morell, Dennis Normile (Shanghai), Elisabeth 
Pain (Careers), Charles Piller, Michael Price, Tania Rabesandratana (Barcelona), Joshua Sokol, Emily Underwood, Gretchen 
Vogel (Berlin), Lizzie Wade (Mexico City) CAREERS Donisha Adams, Rachel Bernstein (Editor), Katie Langin (Associate Editor) 
COPY EDITORS Julia Cole (Senior Copy Editor), Cyra Master (Copy Chief) ADMINISTRATIVE SUPPORT Meagan Weiland

Creative Director Beth Rakouskas
DESIGN MANAGING EDITOR Marcy Atarod GRAPHICS MANAGING EDITOR Alberto Cuadra PHOTOGRAPHY MANAGING EDITOR William Douthitt 
WEB CONTENT STRATEGY MANAGER Kara Estelle-Powers DESIGN EDITOR Chrystal Smith DESIGNER Christina Aycock GRAPHICS 

EDITOR Nirja Desai INTERACTIVE GRAPHICS EDITOR Xing Liu SENIOR SCIENTIFIC ILLUSTRATORS Valerie Altounian, Chris Bickel 
SCIENTIFIC ILLUSTRATOR Alice Kitterman SENIOR GRAPHICS SPECIALISTS Holly Bishop, Nathalie Cary SENIOR PHOTO EDITOR Emily Petersen 
PHOTO EDITOR Kaitlyn Dolan WEB DESIGNER Jennie Pajerowski

Chief Executive Officer and Executive Publisher Sudip Parikh

Publisher, Science Family of Journals Bill Moran
DIRECTOR, BUSINESS SYSTEMS AND FINANCIAL ANALYSIS Randy Yi DIRECTOR, BUSINESS OPERATIONS & ANALYSIS Eric Knott DIRECTOR OF ANALYTICS 
Enrique Gonzales MANAGER, BUSINESS OPERATIONS Jessica Tierney SENIOR BUSINESS ANALYST Cory Lipman, Meron Kebede FINANCIAL 

ANALYST Alexander Lee ADVERTISING SYSTEM ADMINISTRATOR Tina Burks SENIOR SALES COORDINATOR Shirley Young DIGITAL/PRINT STRATEGY 

MANAGER Jason Hillman QUALITY TECHNICAL MANAGER Marcus Spiegler ASSISTANT MANAGER DIGITAL/PRINT Rebecca Doshi SENIOR CONTENT 

SPECIALISTS Steve Forrester, Jacob Hedrick, Antoinette Hodal, Lori Murphy PRODUCTION SPECIALIST Kristin Wowk DIGITAL PRODUCTION 

MANAGER Lisa Stanford CONTENT SPECIALIST Kimberley Oster ADVERTISING PRODUCTION OPERATIONS MANAGER Deborah Tompkins 
DESIGNER, CUSTOM PUBLISHING Jeremy Huntsinger SR. TRAFFIC ASSOCIATE Christine Hall SPECIAL PROJECTS ASSOCIATE Sarah Dhere 

ASSOCIATE DIRECTOR, BUSINESS DEVELOPMENT Justin Sawyers GLOBAL MARKETING MANAGER Allison Pritchard DIGITAL MARKETING MANAGER 
Aimee Aponte JOURNALS MARKETING MANAGER Shawana Arnold MARKETING ASSOCIATES Tori Velasquez, Mike Romano, Ashley 
Hylton DIGITAL MARKETING SPECIALIST Asleigh Rojanavongse SENIOR DESIGNER Kim Huynh

DIRECTOR AND SENIOR EDITOR, CUSTOM PUBLISHING Sean Sanders ASSISTANT EDITOR, CUSTOM PUBLISHING Jackie Oberst

DIRECTOR, PRODUCT & PUBLISHING DEVELOPMENT Chris Reid DIRECTOR, BUSINESS STRATEGY AND PORTFOLIO MANAGEMENT Sarah Whalen 
ASSOCIATE DIRECTOR, PRODUCT MANAGMENT Kris Bishop PRODUCT DEVELOPMENT MANAGER Scott Chernoff PUBLISHING TECHNOLOGY 

MANAGER Michael Di Natale SR. PRODUCT ASSOCIATE Robert Koepke SPJ ASSOCIATE Samantha Bruno Fuller

DIRECTOR, INSTITUTIONAL LICENSING Iquo Edim ASSOCIATE DIRECTOR, RESEARCH & DEVELOPMENT Elisabeth Leonard MARKETING MANAGER 
Kess Knight SENIOR INSTITUTIONAL LICENSING MANAGER Ryan Rexroth INSTITUTIONAL LICENSING MANAGER Marco Castellan MANAGER, 

AGENT RELATIONS & CUSTOMER SUCCESS Judy Lillibridge SENIOR OPERATIONS ANALYST Lana Guz FULFILLMENT COORDINATOR Melody 
Stringer SALES COORDINATOR Josh Haverlock

DIRECTOR, GLOBAL SALES Tracy Holmes US EAST COAST AND MID WEST SALES Stephanie O'Connor US WEST COAST SALES Lynne Stickrod 
US SALES MANAGER, SCIENCE CAREERS Claudia Paulsen-Young US SALES REP, SCIENCE CAREERS Tracy Anderson ASSOCIATE DIRECTOR, 

ROW Roger Goncalves SALES REP, ROW Sarah Lelarge SALES ADMIN ASSISTANT, ROW Bryony Cousins DIRECTOR OF GLOBAL 

COLLABORATION AND ACADEMIC PUBLISHING RELATIONS, ASIA Xiaoying Chu ASSOCIATE DIRECTOR, INTERNATIONAL COLLABORATION Grace 
Yao SALES MANAGER Danny Zhao MARKETING MANAGER Kilo Lan ASCA CORPORATION, JAPAN Kaoru Sasaki (Tokyo), Miyuki Tani 
(Osaka) COLLABORATION/CUSTOM PUBLICATIONS/JAPAN Adarsh Sandhu 

DIRECTOR, COPYRIGHT, LICENSING AND SPECIAL PROJECTS Emilie David RIGHTS AND LICENSING COORDINATOR Jessica Adams RIGHTS AND 

PERMISSIONS ASSOCIATE Elizabeth Sandler CONTRACTS AND LICENSING ASSOCIATE Lili Catlett

Science serves as a forum for discussion of important issues related to the advancement of science by publishing material on 
which a consensus has been reached as well as including the presentation of minority or conflicting points of view. Accordingly, 
all articles published in Science—including editorials, news and comment, and book reviews—are signed and reflect the individual 
views of the authors and not official points of view adopted by AAAS or the institutions with which the authors are affiliated. 

MAIN HEADQUARTERS

Science/AAAS

1200 New York Ave. NW

Washington, DC 20005

SCIENCE INTERNATIONAL

Clarendon House

Clarendon Road

Cambridge, CB2 8FH, UK

SCIENCE CHINA

Room 1004, Culture Square

No. 59 Zhongguancun St.

Haidian District, Beijing, 100872

SCIENCE JAPAN

ASCA Corporation

Sibaura TY Bldg. 4F, 1-14-5 

Shibaura Minato-ku

Tokyo, 108-0073 Japan

EDITORIAL

science_editors@aaas.org

NEWS

science_news@aaas.org

INFORMATION FOR AUTHORS

sciencemag.org/authors/
science-information-authors

REPRINTS AND PERMISSIONS

sciencemag.org/help/
reprints-and-permissions

MEDIA CONTACTS

scipak@aaas.org

MULTIMEDIA CONTACTS

SciencePodcast@aaas.org
ScienceVideo@aaas.org

INSTITUTIONAL SALES 

AND SITE LICENSES

sciencemag.org/librarian

PRODUCT ADVERTISING 

& CUSTOM PUBLISHING

advertising.sciencemag.org/
products-services

science_advertising@aaas.org

CLASSIFIED ADVERTISING

advertising.sciencemag.org/
science-careers

advertise@sciencecareers.org

JOB POSTING CUSTOMER SERVICE

employers.sciencecareers.org

support@sciencecareers.org

MEMBERSHIP AND INDIVIDUAL

SUBSCRIPTIONS

sciencemag.org/subscriptions

MEMBER BENEFITS

aaas.org/membercentral

AAAS BOARD OF DIRECTORS

CHAIR Steven Chu

PRESIDENT Claire M. Fraser 

PRESIDENT-ELECT Susan G. Amara 

TREASURER Carolyn N. Ainslie 

CHIEF EXECUTIVE OFFICER

Sudip Parikh

BOARD Cynthia M. Beall 

Rosina M. Bierbaum 

Ann Bostrom 

Stephen P.A. Fodor 

S. James Gates, Jr. 

Laura H. Greene 

Kaye Husbands Fealing 

Maria M. Klawe 

Robert B. Millard 

Alondra Nelson 

William D. Provine

1014    27 NOVEMER 2020 • VOL 370 ISSUE 6520 sciencemag.org  SCIENCE

Adriano Aguzzi, U. Hospital Zürich
Takuzo Aida, U. of Tokyo
Leslie Aiello, 
Wenner-Gren Foundation
Deji Akinwande, UT Austin
Judith Allen, U. of Manchester
Marcella Alsan, Harvard U.
Sebastian Amigorena, 
Institut Curie
James Analytis, UC Berkeley
Trevor Archer, NIEHS, NIH
Paola Arlotta, Harvard U.
Johan Auwerx, EPFL
David Awschalom, U. of Chicago
Clare Baker, U. of Cambridge
Nenad Ban, ETH ZÜrich
Franz Bauer, 
Pontificia U. Católica de Chile
Ray H. Baughman, 
UT Dallas
Carlo Beenakker, Leiden U.
Yasmine Belkaid, NIAID, NIH
Philip Benfey, Duke U.
Gabriele Bergers, VIB
Kiros T. Berhane, Columbia U.
Bradley Bernstein, 
Mass. General Hospital
Joseph J. Berry, NREL
Alessandra Biffi, 
Harvard Med.
Peer Bork, EMBL
Chris Bowler, 
École Normale Supérieure
Ian Boyd, U. of St. Andrews
Emily Brodsky, UC Santa Cruz
Ron Brookmeyer, UCLA (S)

Christian Büchel, UKE Hamburg
Dennis Burton, Scripps Res.
Carter Tribley Butts, UC Irvine
György Buzsáki, 
NYU School of Med.
Blanche Capel, Duke U.
Annmarie Carlton, UC Irvine
Nick Chater, U. of Warwick
Ling-Ling Chen, SIBCB, CAS
M. Keith Chen, UCLA
Zhijian Chen, 
UT Southwestern Med. Ctr.
Ib Chorkendorff, Denmark TU
James J. Collins, MIT
Robert Cook-Deegan, 
Arizona State U.
Alan Cowman, 
Walter & Eliza Hall Inst.
Carolyn Coyne, U. of Pitt.
Roberta Croce, VU Amsterdam
Ismaila Dabo, Penn State U.
Jeff L. Dangl, UNC
Chiara Daraio, Caltech
Nicolas Dauphas, 
U. of Chicago
Christian Davenport, 
U. of Michigan
Frans de Waal, Emory U.
Claude Desplan, NYU
Sandra DÍaz, 
U. Nacional de CÓrdoba
Ulrike Diebold, TU Wien
Hong Ding, Inst. of Physics, CAS
Dennis Discher, UPenn
Jennifer A. Doudna,  UC Berkeley
Raissa M. D'Souza, UC Davis
Bruce Dunn, UCLA
William Dunphy, Caltech
Christopher Dye, U. of Oxford
Scott Edwards, Harvard U.
Todd Ehlers, U. of TÜbingen
Jennifer Elisseeff, 
Johns Hopkins U.
Tim Elston, U. of North Carolina
Andrea Encalada, 
U. San Francisco de Quito
Nader Engheta, U. of Penn.
Karen Ersche, U. of Cambridge
Beate Escher, 
UFZ & U. of Tübingen
Barry Everitt, U. of Cambridge
Vanessa Ezenwa, U. of Georgia
Michael Feuer, GWU
Toren Finkel, 
U. of Pitt. Med. Ctr.
Gwenn Flowers, Simon Fraser U.
Peter Fratzl, 
Max Planck Inst. Potsdam
Elaine Fuchs, Rockefeller U.
Eileen Furlong, EMBL
Jay Gallagher, U. of Wisconsin
Daniel Geschwind, UCLA
Karl-Heinz Glassmeier, 
TU Braunschweig

Ramon Gonzalez, 
U. of South Florida
Sandra González-Bailón, 
UPenn
Elizabeth Grove, U. of Chicago
Nicolas Gruber, ETH ZÜrich
Hua Guo, U. of New Mexico
Kip Guy, UK Coll. of Pharm.
Taekjip Ha, Johns Hopkins U.
Christian Haass, 
Ludwig Maximilians U.
Sharon Hammes-Schiffer, 
Yale U.
Wolf-Dietrich Hardt, ETH ZÜrich
Louise Harra, U. Coll. London
Jian He, Clemson U.
Carl-Philipp Heisenberg, 
IST Austria
Ykä Helariutta, U. of Cambridge
Janet G. Hering, Eawag
Hans Hilgenkamp, U. of Twente
Kai-Uwe Hinrichs, U. of Bremen
Deirdre Hollingsworth, 
U. of Oxford
Lora Hooper, 
UT Southwestern Med. Ctr. 
Fred Hughson, Princeton U.
Randall Hulet, Rice U.
Auke Ijspeert, EPFL
Akiko Iwasaki, Yale U.
Stephen Jackson, 
USGS & U. of Arizona
Erich Jarvis, Rockefeller U.
Kai Johnsson, EPFL
Peter Jonas, IST Austria
Matt Kaeberlein, 
U. of Wash.
William Kaelin Jr., 
Dana-Farber Cancer Inst.
Daniel Kammen, UC Berkeley
V. Narry Kim, Seoul Nat. U.
Robert Kingston, 
Harvard Med.
Nancy Knowlton, 
Smithsonian Institution
Etienne Koechlin, 
École Normale Supérieure
Alex L. Kolodkin, 
Johns Hopkins U.
Julija Krupic, U. of Cambridge
Thomas Langer, 
Max Planck Inst. Cologne
Mitchell A. Lazar, UPenn
Wendell Lim, UCSF
Jianguo Liu, Michigan State U.
Luis Liz-Marzán, CIC biomaGUNE
Omar Lizardo, UCLA
Jonathan Losos, 
Wash. U. in St. Louis
Ke Lu, Inst. of Metal Res., CAS
Christian Lüscher, U. of Geneva
Jean Lynch-Stieglitz, 
Georgia Inst. of Tech.
David Lyons, U. of Edinburgh
Fabienne Mackay, 
QIMR Berghofer 
Anne Magurran, U. of St. Andrews
Asifa Majid, U. of York
Oscar Marín, King’s Coll. London
Charles Marshall,  UC Berkeley
Christopher Marx,  U. of Idaho
David Masopust, U. of Minnesota
Geraldine Masson, CNRS
Jason Matheny, Georgetown U.
C. Robertson McClung, 
Dartmouth
Rodrigo Medellín, 
U. Nacional Autónoma de México
Graham Medley, LSHTM
Jane Memmott, U. of Bristol
C. Jessica Metcalf, Princeton U.
Baoxia Mi, UC Berkeley
Edward Miguel, UC Berkeley
Tom Misteli, NCI, NIH
Yasushi Miyashita, U. of Tokyo
Alison Motsinger-Reif, 
NIEHS, NIH (S)

Danielle Navarro, 
U. of New South Wales
Daniel Nettle, Newcastle U.
Daniel Neumark,  UC Berkeley
Beatriz Noheda, U. of Groningen
Helga Nowotny, 
Vienna Sci., Res. & Tech. Fund
Rachel O’Reilly, U. of Birmingham
Harry Orr, U. of Minnesota
Pilar Ossorio, U. of Wisconsin
Andrew Oswald, U. of Warwick
Isabella Pagano, 
Istituto Nazionale di Astrofisica

Elizabeth Levy Paluck, 

Princeton U.
Jane Parker, 
Max Planck Inst. Cologne
Giovanni Parmigiani, 
Dana-Farber Cancer Inst. (S)

Daniel Pauly, U. of British Columbia
Samuel Pfaff, 
Salk Inst.
Julie Pfeiffer, 

UT Southwestern Med. Ctr. 
Philip Phillips, UIUC
Matthieu Piel, Institut Curie
Kathrin Plath, UCLA
Martin Plenio, Ulm U.
Katherine Pollard, 
UCSF
Elvira Poloczanska, 
Alfred-Wegener-Inst.
Julia Pongratz, 
Ludwig Maximilians U.
Philippe Poulin, CNRS
Jonathan Pritchard, Stanford U.
Lei Stanley Qi, Stanford U.
Félix A. Rey, Institut Pasteur 
Trevor Robbins, U. of Cambridge
Joeri Rogelj, 
Imperial Coll. London
Amy Rosenzweig, 
Northwestern U.
Mike Ryan, UT Austin
Shimon Sakaguchi, Osaka U.
Miquel Salmeron, 
Lawrence Berkeley Nat. Lab
Nitin Samarth, Penn State U.
Jürgen Sandkühler, 
Med. U. of Vienna
Erica Ollmann Saphire, 
La Jolla Inst.
Alexander Schier, Harvard U.
Wolfram Schlenker, Columbia U.
Susannah Scott, 
UC Santa Barbara
Rebecca Sear, LSHTM
Anuj Shah, U. of Chicago
Vladimir Shalaev, Purdue U.
Jie Shan, Cornell U.
Beth Shapiro, UC Santa Cruz
Jay Shendure, U. of Wash.
Steve Sherwood, 
U. of New South Wales
Brian Shoichet, UCSF 
Robert Siliciano, 
JHU School of Med.
Lucia Sivilotti, U. Coll. London 

Alison Smith, John Innes Centre
Richard Smith, 
UNC (S)

Mark Smyth, QIMR Berghofer
Pam Soltis, U. of Florida
John Speakman, U. of Aberdeen
Tara Spires-Jones, 
U. of Edinburgh
Allan C. Spradling, 
Carnegie Institution for Sci. 
V. S. Subrahmanian, 
Dartmouth
Ira Tabas, Columbia U.
Sarah Teichmann, 
Wellcome Sanger Inst.
Rocio Titiunik, Princeton U.
Shubha Tole, 
Tata Inst. of Fundamental Res.
Kimani Toussaint, Brown U.
Wim van der Putten, 
Netherlands Inst. of Ecology
Reinhilde Veugelers, KU Leuven
Bert Vogelstein, Johns Hopkins U.
Kathleen Vohs, U. of Minnesota
David Wallach, 

Weizmann Inst.
Jane-Ling Wang, UC Davis (S)

Jessica Ware, 
Amer. Mus. of Natural Hist.
David Waxman, Fudan U.
Jonathan Weissman, UCSF
Chris Wikle, U. of Missouri (S)

Terrie Williams, UC Santa Cruz
Ian A. Wilson,  Scripps Res. (S)

Yu Xie, Princeton U.
Jan Zaanen, Leiden U.
Kenneth Zaret, 
UPenn School of Med.
Jonathan Zehr, UC Santa Cruz
Bing Zhu, Inst. of Biophysics, CAS
Xiaowei Zhuang, Harvard U.
Maria Zuber, MIT

BOARD OF REVIEWING EDITORS (Statistics board members indicated with S)

Published by AAAS



M
uch of the public first learned about epidemio-

logical modeling during the early months of the 

coronavirus disease 2019 (COVID-19) pandem-

ic. The first models resulted in more confusion 

than clarity. Even though coronavirus cases 

were rising exponentially in the United States 

and Europe, some models predicted a rapid 

peak followed by a rapid decline, whereas other mod-

els predicted cycles of infection continuing over several 

years. Much has been learned since those early months. 

In retrospect, it is clear that modeling requires both reli-

able data and an accurate understanding of how disease 

spreads, and that the field of epidemiological modeling 

requires a diversity of approaches. Support for this field 

must increase and be coordinated, 

with a designation of responsibilities 

among funding agencies. 

Early models relied on sparse, 

sometimes unreliable, data, and 

modelers did not anticipate the 

emergence of important new 

facts—frequent transmission by 

a symptomatic carriers, the dispro-

portionate impact of superspread-

ers, and the role of aerosol-mediated 

transmission. As data accumulated 

and new information about trans-

mission was incorporated, the mod-

eling improved.

Basic research in forecasting 

epidemics ranges from traditional 

models that can be run on a lap-

top to those that simulate the daily 

activities of a hundred thousand or more people and 

require a supercomputer. However, research on model-

ing is funded haphazardly in the United States, with no 

single federal agency having ownership. If the nation 

expects to do better in the inevitable next pandemic, 

basic research needs more support, and it needs a lead 

agency to strengthen coordination across research 

groups from a wide variety of disciplines including pub-

lic health, medicine, statistics, computer science, and 

the behavioral sciences.

For use in an emergency, models developed through 

basic research need to be “operationalized”—that is, 

made robust for evaluating specific policy interven-

tions. “Nowcasting” requires models that integrate 

incomplete, real-time data and emerging medical 

knowledge to provide situational awareness. Such spe-

cialized models can address questions such as, “If we do 

this, how many fewer deaths are likely?” Models must 

also incorporate behavioral responses to policy inter-

ventions that may change the course of an epidemic. By 

contrast, forecasts of a hurricane’s path and intensity 

need not take into account behavioral responses: The 

forecaster may tell people to take shelter; whether they 

do so does not change the path of the hurricane.

The comparison to weather research and prediction is 

helpful when considering the changes needed to bolster 

the effectiveness of epidemiological modeling. For the 

weather, two federal agencies have clear responsibilities: 

The National Science Foundation (NSF) supports basic 

research in weather and climate modeling, whereas the 

National Oceanic and Atmospheric Administration’s Na-

tional Weather Service distributes results of its operational 

models to weather-forecast offices. 

The United States needs an analo-

gous structure for epidemiological 

modeling and forecasting—one or 

more agencies with clearly defined 

responsibilities for supporting basic 

research in modeling, coordinated 

with one or more agencies with de-

fined operational responsibilities.

We and other former members 

of the Obama administration’s 

President’s Council of Advisors on 

Science and Technology (http://

opcast.org), after consultation with 

modelers and policy analysts, re-

cently concluded that NSF, because 

of its unmatched outreach into 

computational and data sciences, 

is well-positioned to act as the lead 

research agency and should work closely with the Na-

tional Institutes of Health to ensure that epidemiologi-

cal models are consistent with what is known about 

human disease. The U.S. Centers for Disease Control 

and Prevention should be the lead operational agency, 

with a new office for epidemic forecasting and analyt-

ics. The national supercomputing infrastructure of the 

Department of Energy could help support the comput-

ing requirements of the combined programs.

To conquer the next pandemic, it will be essential to 

have a diverse array of improved models that quickly in-

corporate new data and emerging medical knowledge, 

and that simulate the effects of various public policy 

interventions. If the United States takes action now by 

increasing funding through agencies with well-defined 

roles and responsibilities, it will be better prepared to 

save lives in the future.

–William H. Press and Richard C. Levin
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FDA OKs at-home COVID-19 test 
DIAGNOSTICS |  The U.S. Food and Drug 
Administration (FDA) issued its first 
emergency use authorization last week 
for an at-home diagnostic test that can 
detect the pandemic coronavirus in just 
minutes. However, the test might not 
be widely available until spring 2021. 
Produced by Lucira Health, a biotech 
company, it is expected to cost less than 
$50 and require a doctor’s prescription. 
The company says it will soon distribute 
tests in parts of California and Florida; it 
says it needs time to scale up manufactur-
ing for national distribution. Lucira’s test 
amplifies viral genetic material, making 
it nearly as accurate as laboratory tests 
that use the polymerase chain reaction, 
the current gold standard. FDA previ-
ously approved at-home tests that must 
be mailed to a laboratory for analysis. 
Several other companies are working on 
rapid antigen tests, which detect viral par-
ticles, for home use. But concerns remain 
about antigen tests’ reliability. Still, some 
public health specialists consider widely 
available, low-cost, at-home testing vital 
for controlling the pandemic. 

NIH boosts young scientists
FUNDING |  A new U.S. National Institutes 
of Health (NIH) award will allow early-
career investigators who want to shift 
research directions when applying for their 
first independent award to submit a pro-
posal without first generating preliminary 
data to support their idea. Reviewers will 
instead assess the soundness of the proj-
ect’s approach. The Katz award is named 
for Stephen Katz, a longtime champion 
of young researchers who was director 
of the National Institute of Arthritis and 
Musculoskeletal and Skin Diseases when 
he died in 2018. The grant will build on 
an NIH policy that prioritizes proposals 
from early-stage investigators—those no 
more than 10 years from completing their 
training who are applying for their first 
research grant. The policy has been cred-
ited with raising their numbers from fewer 
than 600 supported in 2013 to more than 
1300 last year. Applications for the first 
Katz awards are due on 26 January 2021.

NEWS
$1,000,000

Gift from entertainer Dolly Parton in April to support development of Moderna’s 

coronavirus vaccine, which the company last week said showed an efficacy of 94.5%. 

“I felt so proud to have been part of that little seed money,” Parton told BBC.

T
he 11th Ebola outbreak in the Democratic Republic of the Congo 
(DRC) is officially over, giving the country respite from the dis-
ease for the first time in more than 2 years. On 18 November, the 
World Health Organization (WHO) announced that no new cases 
had been identified for 42 days, twice the incubation period for 
the deadly virus. The outbreak, in the western Équateur province, 

started in late May, just as a bigger one in the eastern DRC was coming 
to an end. (That outbreak had killed 2200 people.) The Équateur out-
break sickened 130 and killed 55; a campaign that vaccinated more than 
40,000 people is credited with helping end it. Special portable coolers 
that keep the vaccine at –80°C for up to 1 week allowed health workers 
to administer the shots in communities deep in the rainforest, accessi-
ble only by boat or helicopter. The same technology will be useful in ef-
forts to distribute COVID-19 vaccines in Africa, says Matshidiso Moeti, 
WHO’s regional director. The coronavirus pandemic complicated the 
fight against Ebola, WHO says, but the expertise gained by local health 
workers in earlier outbreaks in the region was a major advantage. They 
will remain on the lookout for potential flare-ups.  

A woman in Équateur province in the DRC is examined for symptoms of Ebola. She tested negative.

I N  B R I E F
Edited by Jeffrey Brainard

INFECTIOUS DISEASES

Congo declares end to Ebola outbreak
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NIST appointee draws protest
LEADERSHIP |  Democrats in Congress say 

a political appointee given a senior post 

at the U.S. National Institute of Standards 

and Technology (NIST) is unfit for the 

job because he lacks technical skills and 

holds pseudoscientific views about racial 

differences on IQ tests. On 9 November, 

Jason Richwine, an independent public 

policy analyst, took up the new position 

of deputy undersecretary of commerce for 

standards and technology, and Commerce 

Secretary Wilbur Ross subsequently issued 

an order that would put Richwine in 

charge of the $1 billion research agency 

if NIST Director Walter Copan leaves or 

is fired. On 17 November, Representative 

Eddie Bernice Johnson (D–TX), who leads 

the science committee in the U.S. House 

of Representatives, asked Ross to justify 

the moves. Richwine has advocated for 

more restrictive immigration policies, 

and his 2009 doctoral thesis argued that 

lower IQ scores by Mexican and Hispanic 

immigrants suggest a genetic component 

to intelligence that is “likely to persist over 

several generations.” 

Mentoring paper draws scrutiny
DIVERSITY |  The editors of Nature 

Communications say they are reviewing a 

paper that drew scalding criticism after it 

suggested that encouraging female junior 

scientists to work with female mentors 

could “hinder the careers of women.” The 

17 November study, led by data scientist 

Bedoor AlShebli of New York University, 

Abu Dhabi, examined 3 million mentor-

protégé pairs and how gender influenced 

the impact of papers later published by 

the protégés. Female protégés, it con-

cluded, did better if they worked with 

male mentors. Critics pounced, noting 

the authors ignored reviewer complaints 

about the study’s methods and arguing 

the journal was promoting a harmful and 

unfounded message. The article’s authors 

said they welcome the review.

Europe warns of avian flu spread
ANIMAL DISEASES |  European authorities 

reported on 19 November they have detected 

highly pathogenic avian influenza in 

302 birds in eight countries. Only 18 cases 

were in poultry; most of the rest were 

in wild birds, the European Food Safety 

Authority and its partners said. The number 

of infected birds is expected to rise with 

winter migrations. Several flu strains were 

identified, but no people were reported to 

be infected, and the risk of that occurring 

is considered low; researchers studying the 

viruses found no genetic markers indicating 

they had adapted to infect mammals. But 

the threat to poultry is high, and the report’s 

authors recommended bird producers 

increase precautions against infections.

Bleaching corals 

(white areas) along 

a reef (red) on 

the Hawaiian island 

of Oahu in September.

MARINE ECOLOGY

Seeing corals bleach in real time

T
he Allen Coral Atlas, a project to map 

the world’s shallow coral reefs with high-

resolution satellites, last week launched a 

monitoring system to detect coral bleach-

ing events as they occur. When corals face 

extreme heat, they expel their algal symbionts, 

leaving them bone white and vulnerable to stress; 

repeated bleaching episodes, growing more com-

mon with global warming, can cause massive 

die-offs. The system detects the whitening using 

imagery from the privately owned Planet satellite 

constellation, processed with machine learning. 

A pilot has begun in Hawaii to use the data as an 

early warning system for researchers, to help them 

identify and study species both vulnerable and 

resistant to warming extremes. The monitoring of 

bleaching is expected to expand next year to shal-

low reefs globally.

IN OTHER NEWS

VACCINE APPLICATION  Days after 

making public the final analysis of their 

40,000-person COVID-19 vaccine trial, 

which found 95% efficacy, Pfizer and 

its German partner BioNTech filed for 

emergency authorization of the messenger 

RNA vaccine from the U.S. Food and Drug 

Administration—the first such request 

for a vaccine during the pandemic. They 

plan to seek additional approvals in other 

countries soon. Pfizer hopes to supply up 

to 50 million doses this year.   

REMDESIVIR PANNED  A World Health 

Organization panel recommended against 

using the antiviral drug remdesivir to treat 

most hospitalized COVID-19 patients. 

Its review of four studies of 7000 people 

found that the drug, which the U.S. Food 

and Drug Administration approved last 

month for hospitalized patients, did not 

reduce mortality or speed recovery. But 

the panel encouraged further study of it.

AMMO BAN  Denmark has become the 

first nation to ban all lead-based hunting 

ammunition, including bullets and shotgun 

pellets, to protect wildlife. Hunters 

annually release about 2 tons of lead into 

Denmark’s environment; waterbirds 

and other species eat the toxic material 

and die. European regulators are 

considering a ban like Denmark’s.
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T
he giant radio dish, nestled in a karst 

sinkhole amid lush hills near Arecibo, 

Puerto Rico, saw plenty of fame in its 

time. It was the first to detect indirect 

evidence for gravitational waves, the 

first to map Venus’s surface, and the 

first to detect exoplanets. Now, following ca-

ble breaks that have brought the 57-year-old 

facility to the brink of collapse, the Arecibo 

Observatory will be demolished, officials at 

the National Science Foundation (NSF) an-

nounced on 19 November.

Researchers are mourning a facility that 

won acclaim in many fields: atmospheric 

science, planetary science, and astrophysics. 

“It’s like the death of a family member,” says 

former observatory Director Robert Kerr. 

Jill Tarter of the SETI Institute, who used 

the 305-meter-wide dish to scan nearby 

stars for possible alien communications, 

says Arecibo is unlike any other observa-

tory. Its striking appearance earned it sup-

porting roles in movies such as Contact and 

GoldenEye. “It’s a really special place, with a 

somewhat exotic cultural dimension.”

In an effort to save money for newer 

telescopes, NSF in 2018 handed Arecibo’s 

management to a consortium led by the Uni-

versity of Central Florida, which shouldered 

more of its finances. But Maura McLaughlin, 

co-director of the Nanohertz Observatory for 

Gravitational Waves (NANOGrav) project, 

says Arecibo was still doing frontier research. 

The loss will set back NANOGrav’s hunt by as 

much as 10 years, she says. “It’s a real blow.”

NSF officials say Arecibo is now so fragile 

that attempting repairs would put staff and 

workers in danger. The agency wants to pre-

serve other instruments at the site, as well as 

the popular visitor’s center. But they could 

be damaged if the 900-ton instrument plat-

form, suspended 137 meters above the dish, 

comes crashing down—or if any of the three 

support towers fell. “There is a serious risk 

of an unexpected and uncontrolled collapse,” 

Ralph Gaume, director of NSF’s astronomy 

division, said at a news briefing last week. 

Over the next few weeks, engineers will plan 

for a controlled dismantling beginning in the 

spring, which will likely involve an explosive 

release of the platform from its cables.

Hurricane Maria battered Arecibo in 2017. 

Since December 2019, a string of earthquakes, 

including 11 of magnitude 5 or greater, have 

shaken the site. It’s unknown whether those 

stresses contributed to the failures of the two 

suspension cables. The first came on 10 Au-

gust, when an auxiliary cable, installed in the 

1990s as 300 tons of instruments were added 

to the platform, broke away at one end, damag-

ing some instruments and leaving a 30-meter 

gash in the dish below.

Engineers investigating the failure no-

ticed a dozen broken wires in a main 

suspension cable—one of 12—that was 

connected to the same tower as the failed 

auxiliary cable. Because these 9-centimeter-

thick cables are made up of 160 wires, they 

thought that one could shoulder the extra 

load. But on 7 November, it also broke.

The three engineering firms already on-

site set to analyzing the structure’s safety. 

NSF sent another firm and the Army Corps 

of Engineers. Three of the five said controlled 

demolition was the only way forward. “Now 

all the cables are suspect,” Ashley Zauderer, 

NSF’s program director for the observatory, 

said at the briefing. If any of three remaining 

main cables on that one tower failed, the en-

gineers found, the platform would collapse.

A forensic examination of the cable fail-

ures is too dangerous at the moment, but 

they may have degraded in the warm, moist 

environment, which Kerr says is “difficult 

for steel.” Keeping the cables in condition 

“was always a maintenance challenge,” he 

says. Tarter speculates that corners may 

have been cut. “When funding has di-

minished, maintenance gets deferred or 

minimized,” she says. Gaume said at the 

briefing that Arecibo managers “have done 

everything they were required to do and in-

spected the cables as necessary.”

From 1960 to 1963, the Pentagon’s Ad-

By Daniel Clery

ASTRONOMY

Arecibo radio telescope to be decommissioned
Famed observatory set for demolition after cable failures put it on the brink of collapse

I N  D E P T H

Broken suspension cables have torn through the Arecibo Observatory’s dish panels and threaten to send the 900-ton instrument platform crashing down.

Published by AAAS



I
n October 2010, in a building the size of 

three U.S. football fields, researchers at 

the Lawrence Livermore National Lab-

oratory powered up 192 laser beams, 

focused their energy into a pulse with 

the punch of a speeding truck, and 

fired it at a pellet of nuclear fuel the size of 

a peppercorn. So began a campaign by the 

National Ignition Facility (NIF) to achieve 

the goal it is named for: igniting a fusion 

reaction that produces more energy than 

the laser puts in.

A decade and nearly 3000 shots later, 

NIF is still generating more fizz than bang, 

hampered by the complex, poorly under-

stood behavior of the laser targets when 

they vaporize and implode. But with new 

target designs and laser pulse shapes, 

along with better tools to monitor the min-

iature explosions, NIF researchers believe 

they are close to an important intermedi-

ate milestone known as “burning plasma”: 

a fusion burn sustained by the heat of the 

reaction itself rather than the input of la-

ser energy.

Self-heating is key to burning up all the 

fuel and getting runaway energy gain. Once 

NIF reaches the threshold, simulations 

suggest it will have an easier path to igni-

tion, says Mark Herrmann, who oversees 

Livermore’s fusion program. “We’re push-

ing as hard as we can,” he says. “You can 

feel the acceleration in our understand-

ing.” Outsiders are impressed, too. “You 

kind of feel there’s steady progress and less 

guesswork,” says Steven Rose, co-director 

of the Centre for Inertial Fusion Studies at 

Imperial College London. “They’re moving 

away from designs traditionally held and 

trying new things.”

NIF may not have the luxury of time, 

however. The proportion of NIF shots de-

voted to the ignition effort has been cut 

from a high of nearly 60% in 2012 to less 

than 30% today to reserve more shots for 

stockpile stewardship—experiments that 

simulate nuclear detonations to help ver-

ify the reliability of warheads. Presiden-

tial budget requests in recent years have 

repeatedly sought to slash research into 

inertial confinement fusion at NIF and 

elsewhere, only to have Congress preserve 

it. NIF’s funder, the National Nuclear Secu-

rity Administration (NNSA), is reviewing 

the machine’s progress for the first time 

in 5 years. Under pressure to modernize 

the nuclear arsenal, the agency could de-

cide on a further shift toward stockpile 

stewardship. “Will the ignition program 

be squeezed out?” asks Mike Dunne, who 

directed Livermore’s fusion energy efforts 

from 2010 to 2014. “The jury’s out.”

Fusion has long been held up as a carbon-

free source of energy, fueled by readily 

available isotopes of hydrogen and produc-

ing no long-lived radioactive waste. But 

it remains a distant dream, even for the 

slow-burning, doughnut-shaped magnetic 

furnaces like the ITER project in France, 

which aims to achieve energy gain some-

time after 2035.

NIF and other inertial fusion devices 

would be less like a furnace and more like 

an internal combustion engine, producing 

energy through rapid-fire explosions of the 
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vanced Research Projects Agency built Are-

cibo to study Earth’s upper atmosphere for 

ballistic missile defense. Astronomers soon 

realized the potential of the huge dish to 

gather radio signals from outer space, and 

in the late 1960s, NSF took it over. The 

NASA-funded search for extraterrestrial in-

telligence (SETI) used it to listen to nearby 

stars and, after funding was cut in 1992, the 

private SETI Institute continued to fund the 

Arecibo search. Because Arecibo can gener-

ate as well as receive radio signals, SETI pio-

neer Frank Drake in 1974 turned to it to send 

a message out to the star cluster M13.

Later, researchers used its radar beams to 

discover icy craters on Mercury and to peer 

through the thick sulfurous clouds of Venus, 

revealing hidden mountain ranges. From its 

early days, Arecibo studied pulsars—rapidly 

spinning neutron stars that emit metro-

nomic radio pulses. In 1974, with Arecibo’s 

help, Joseph Taylor and Russell Hulse dis-

covered a pulsar-neutron star pair whose 

mutual orbit was slowly contracting—a sign 

they were shedding energy as gravitational 

waves. The researchers won the 1993 Nobel 

Prize in Physics for the discovery.

Pulsars that didn’t keep perfect time led 

to other discoveries. In 1992, researchers de-

tected variations in the beats from one, which 

indicated something was regularly tugging 

on it. That turned out to be two planets—the 

first confirmed exoplanet detections. At Are-

cibo, Kerr says, “Every night was exciting.”

Many Arecibo researchers can turn to 

other facilities. But some need its extreme 

sensitivity: The single-dish collecting area 

was surpassed only by China’s Five-hundred-

meter Aperture Spherical radio Telescope, 

which opened in 2016. McLaughlin’s NANO-

Grav project has for 15 years recorded faint 

pulsar beats in the hope that tiny variations 

could reveal the passing of gravitational 

waves. Two-thirds of its observations were 

done at Arecibo.

NASA researchers will also miss Arecibo’s 

ability to monitor nearby asteroids that 

could threaten Earth. Former Arecibo Di-

rector Michael Nolan used the telescope for 

more than 20 years to bounce radio pulses 

off asteroid Bennu. The resulting maps 

helped guide NASA’s OSIRIS-REx mission, 

which last month grabbed a sample from 

Bennu and is now heading home. Its ab-

sence “will definitely affect future mission 

planning” to other asteroids, Nolan says.

The loss of the telescope will also affect 

staff and their families. “The economic im-

pact on the local community really is a sad 

note,” Kerr says. “We are thinking of all the 

staff at the observatory, who’ve dealt with 

so many setbacks over the past few years,” 

McLaughlin says. They “truly have done 

anything they can to keep Arecibo going.” j
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Fire by trial  
The National Ignition Facility has closed in on fusion 

ignition—getting more energy out than goes in—by 

altering its laser pulses and targets. It is even closer 

to the temperatures and pressures needed for an 

intermediate goal: a self-heating “burning plasma.”

Laser fusion reactor approaches 
‘burning plasma’ milestone
After a decade, National Ignition Facility nears a self-heated, 
sustained reaction, though net energy gain is still elusive

FUSION ENERGY 

By Daniel Clery

Published by AAAS



diminutive fuel pellets. Whereas some fu-

sion lasers aim their beams straight at the 

pellets, NIF’s shots are indirect: The beams 

heat a gold can the size of a pencil eraser 

called a hohlraum, which emits a pulse of 

x-rays meant to ignite fusion by heating

the fuel capsule at its center to tens of mil-

lions of degrees and compressing it to bil-

lions of atmospheres.

But shots in the first 3 years of the igni-

tion campaign only yielded about 1 kilo-

joule (kJ) of energy each, short of the 21 kJ 

pumped into the capsule by the x-ray pulse 

and far short of the 1.8 megajoules (MJ) in 

the original laser pulse. Siegfried Glenzer, 

who led the initial campaign, says the team 

was “overly ambitious” about reaching ig-

nition. “We were overly reliant on simu-

lations,” says Glenzer, now at the SLAC 

National Accelerator Laboratory.

After the failed ignition campaign, NIF 

researchers beefed up their diagnostic in-

struments. They added more neutron de-

tectors to give them a 3D view 

of where the fusion reactions 

were happening. They also 

adapted four of their laser 

beams to produce high-power, 

ultrashort pulses moments af-

ter the implosion in order to 

vaporize thin wires close to 

the target. The wires act as an 

x-ray flashbulb, able to probe

the fuel as it compresses.

“It’s like a CAT scan,” says

planetary scientist Raymond 

Jeanloz of the University of 

California, Berkeley, who uses 

NIF to replicate the pressures 

at the core of giant planets such as Jupiter. 

(About 10% of NIF shots are devoted to ba-

sic science.)

With their sharper vision, researchers 

have tracked down energy leaks from the 

imploding fuel pellet. One came at the 

point where a tiny tube injected fuel into 

the capsule before the shot. To plug the 

leak, the team made the tube even thin-

ner. Other leaks were traced back to the 

capsule’s plastic shell, so researchers re-

vamped manufacturing to smooth out im-

perfections of just a millionth of a meter. 

The improved diagnostics “really helps the 

scientists to understand what improve-

ments are required,” says Mingsheng Wei 

of the University of Rochester’s Laboratory 

for Laser Energetics.

The team has also played with the shape 

of the 20-nanosecond laser pulses. Early 

shots ramped up in power slowly, to avoid 

heating the fuel too quickly and making it 

harder to compress. Later pulses ramped 

up more aggressively so that the plastic 

capsule had less time to mix with the fuel 

during compression, a tactic that boosted 

yields somewhat.

In the current campaign, begun in 2017, 

researchers are boosting temperatures by 

enlarging the hohlraum and the capsule 

by up to 20%, increasing the x-ray energy 

the capsule can absorb. To up the pressure, 

they’re extending the duration of the pulse 

and switching from plastic capsules to 

denser diamond ones to compress the fuel 

more efficiently.

NIF has repeatedly achieved yields ap-

proaching 60 kJ. But Herrmann says a 

recent shot, discussed at the American 

Physical Society’s Division of Plasma 

Physics meeting earlier this month, has 

exceeded that. Repeat shots are planned 

to gauge how close they got to a burning 

plasma, which is predicted to occur around 

100 kJ. “It’s pretty exciting,” he says.

Even at maximum compression, the NIF 

researchers believe only the very center of 

the fuel is hot enough to fuse. But in an 

encouraging finding, they see 

evidence that the hot spot is 

getting a heating boost from 

frenetically moving helium 

nuclei, or alpha particles, cre-

ated by the fusion reactions. 

If NIF can pump in just a bit 

more energy, it should spark a 

wave that will race out from 

the hot spot, burning fuel as 

it goes. 

Herrmann says the team 

still has a few more tricks to 

try out—each of which could 

drive temperatures and pres-

sures to levels high enough to 

sustain burning plasma and ignition. They 

are testing different hohlraum shapes to 

better focus energy onto the capsule. 

They’re experimenting with double-walled 

capsules that could trap and transfer x-ray 

energy more efficiently. And by soaking 

the fuel into a foam within the capsule, 

rather than freezing it as ice to the capsule 

walls, they hope to form a better central 

hot spot.

Will that be enough to reach ignition? If 

these steps don’t suffice, boosting the la-

ser energy would be the next option. NIF 

researchers have tested upgrades on four 

of the beamlines and managed to get an 

energy boost that, if the upgrades were ap-

plied to all the beams, would bring the full 

facility close to 3 MJ.

Those upgrades would, of course, 

take time and money NIF may not end 

up getting. Fusion scientists at NIF and 

elsewhere are anxiously awaiting the con-

clusions of the NNSA review. “How far can 

we get?” Herrmann asks. “I’m an optimist. 

We’ll push NIF as far as we possibly can.” j
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“How far can 
we get? I’m an 

optimist. 
We’ll push NIF 

as far as 
we possibly can.”

Mark Herrmann, 

Lawrence Livermore 

National Laboratory

A
lthough even the best cancer drugs 

don’t buy much time for most people 

with advanced cancer, there are rare 

exceptions: patients whose tumors 

melt away and who remain healthy 

years later. Researchers have long 

dismissed these “exceptional responders” 

as unexplainable outliers. Now, an effort to 

systematically study these unusual patients 

is yielding data that could help improve 

cancer treatments.

The project, led by the U.S. National 

Cancer Institute (NCI), examined tumor 

DNA and the immune cells found around 

or within the cancers in 111 exceptional re-

sponders. In 26 of the patients, scientists 

found clues that may explain why a drug 

that didn’t work for most people shrank 

the tumors for months or years. Some cases 

suggest new drug combinations could yield 

better outcomes for other patients. The 

study, published last week in Cancer Cell, 

“opens new avenues for treating compara-

ble cancers in the wider population,” says 

Dale Garsed of the Peter MacCallum Cancer 

Centre in Australia.

The former NCI director who launched 

the project in 2014 is also excited. “It is 

gratifying to see so much novel informa-

tion from this initial survey of patients 

who have done unexpectedly well with 

existing therapies,” says cancer biologist 

Harold Varmus of Weill Cornell Medicine. 

The results are “complex,” he says, but 

they “promote unique hypotheses” and 

highlight the value of conducting genomic 

tests of patients’ tumors in order to cus-

tomize treatments.

Varmus was inspired in part by a bladder 

cancer patient who responded to a gener-

ally lackluster drug—an outcome traced to 

mutations in her tumor. He funded a team 

led by NCI’s Louis Staudt and Percy Ivy, who 

Study homes in 
on ‘exceptional 
responders’ to 
cancer drugs
Project reveals clues to 
why some patients respond 
much better than others

CANCER RESEARCH

By Jocelyn Kaiser
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with Baylor College of Medicine and other 

academic collaborators combed through 

some 500 cases, largely cancers that had 

spread, for those that fit criteria for an ex-

ceptional response—such as having tumors 

shrink or disappear in response to a drug 

that worked for less than 10% of patients 

overall. After removing cases that lacked 

adequate medical data or tumor samples, 

they ended up with 111 patients. Their tu-

mors went through a battery of genomic 

analyses and tests for immune cells.

In 26 cases, the data appeared to explain 

the patient’s exceptional response. For ex-

ample, a patient with brain cancer who 

was still alive after more than 10 years had 

received a chemotherapy drug called temo-

zolomide that kills tumor cells by damag-

ing their DNA. The patient’s tumor had 

genomic changes that crippled two DNA 

repair pathways, which cells use to coun-

ter the drug’s assault. Another patient, in 

remission from colon cancer for nearly 

4 years after temozolomide treatment, also 

had two disabled DNA repair pathways, and 

had received a second drug that blocked a 

third. “Every backup system that would 

have reversed the damage was inactivated” 

in this person, Staudt says. These results 

suggest a cocktail of drugs, blocking differ-

ent DNA repair pathways, could help some 

patients, Ivy says.

In other cases, tumors shrank after the 

patients received a drug that blocks a pro-

tein driving cell growth. The tumors had 

DNA changes that spurred activity of the 

protein’s gene, which made the tumor cells 

highly dependent on the growth signal; as a 

result, the drug worked unusually well.

Still other exceptional responders had tu-

mors that were infiltrated with high levels 

of certain immune cells. This suggests their 

immune systems were primed to swoop 

in and destroy tumors once a cancer drug 

started to kill some cells, Staudt says.

The findings suggest more genomic test-

ing of tumors could improve treatments. 

But the DNA results may still be hard to in-

terpret. Many cancers had confusing com-

binations of DNA and immune cell changes, 

and the evidence wasn’t strong enough to 

draw firm conclusions in 85 of the cases. 

NCI is putting data for all 111 patients in 

an online database so that other research-

ers can study it and look for similar cases. 

“Maybe we missed something,” Staudt says.

Researchers in North America, Europe, 

and Australia have launched similar ex-

ceptional responder projects, and NCI re-

searchers hope some of these efforts can 

pool their data. Staudt would like to see a 

study of at least 1000 patients. “These are 

puzzles to be solved,” he says. “I do think 

they teach us something.” j

Amid mounting criticism, 
claims for cloud-borne 
phosphine are downgraded

PLANETARY SCIENCE

Potential signs 
of life on Venus 
are fading fast

T
he announcement in September took 

the world by storm: In radio emis-

sions from Venus’s atmosphere, re-

searchers found signs of phosphine, 

a toxic compound that on Earth is 

made in significant amounts only by 

microbes and chemists. The unexpected de-

tection could point to a microbial biosphere 

floating in the venusian clouds, the re-

searchers suggested in Nature Astronomy. 

But almost immediately, other astronomers 

began to point out questionable methods or 

said they couldn’t reproduce results.

Now, after reanalyzing their data, the 

original proponents are downgrading their 

claims. Phosphine levels are at least seven 

times lower than first claimed, the authors 

reported in a preprint posted on 17 Novem-

ber to arXiv. But the team still believes the 

gas is there, Jane Greaves, an astronomer at 

Cardiff University who led the work, said in 

a talk last week to a NASA Venus science 

group. “We have again a phosphine line.”

The original observations were made in 

2017 at the James Clerk Maxwell Telescope 

(JCMT) in Hawaii, and in 2019 at the Ata-

cama Large Millimeter/submillimeter Array 

(ALMA) in Chile. In Venus’s radio spectrum, 

Greaves and her colleagues detected an ab-

sorption line they attributed to phosphine. 

The researchers went to great lengths to 

remove confounding effects such as absorp-

tion by Earth’s own atmosphere. But critics 

said such aggressive fixes made the discov-

ery of a false positive more likely.

ALMA scientists have since found a new 

noise source: telescope calibration errors. 

After reanalyzing the ALMA data, Greaves 

said her team now finds phosphine at just 

1 part per billion (ppb). That’s still above 

levels that can be explained by natural pro-

cesses such as volcanic eruptions or light-

ning strikes, Greaves said.

A study published last month in Astro-

nomy & Astrophysics, led by Therese 

Encrenaz, an astronomer at the Paris Obser-

vatory, ruled out higher phosphine levels. Her 

team analyzed observations made in 2015 by 

NASA’s Infrared Telescope Facility in Hawaii. 

Phosphine should have popped out if it had 

existed at levels above 5 ppb. “It’s easy to see 

there’s no phosphine line,” Encrenaz says.

If the line does exist, it might not be 

due to phosphine, according to a critique 

submitted to Nature Astronomy. It argues 

that the dip in the JCMT spectrum can 

be explained by an overlapping absorp-

tion line from sulfur dioxide (SO2), the gas 

that makes up most venusian clouds. The 

Greaves team concedes the point in its re-

analysis. “We emphasize that there could be 

a contribution from SO2,” they write. But the 

width of the absorption line in the ALMA 

data suggests the feature isn’t “solely SO2,” 

they write.

Just where any signal is coming from is 

also in dispute. ALMA is only sensitive to 

absorption from substances at altitudes 

above 70 kilometers (km), Encrenaz says. 

But the Nature Astronomy paper suggested 

the signal originated some 55 km up, in 

warmer, more hospitable cloud layers. “This 

is very difficult to conceive,” Encrenaz says. 

Greaves and her co-authors argue in their 

reanalysis that ALMA is unable to capture 

the full width—and therefore depth—of the 

signal. “There is no empirical evidence that 

[phosphine] lies only above 70 km.”

Colin Wilson, a co-author of the Nature 

Astronomy critique, says it’s too early to say 

where the “phosphine roller coaster will 

end up.” More observations at ALMA might 

settle the issue, he says. “Whether or not we 

find phosphine, we’re likely to find some-

thing new.” j

By Paul Voosen

After reanalyzing data from Venus, researchers say 

they see much less phosphine, a possible sign of life.
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T
his summer, computational biologist 

Luke Hutchison volunteered for a 

trial of Moderna’s COVID-19 vaccine. 

But after the second injection, his 

arm swelled up to the size of a “goose 

egg,” Hutchison says. He can’t be sure 

he got the vaccine and not a placebo, but 

within a few hours, Hutchison, who was 

healthy and 43, was beset by bone and 

muscle aches and a 38.9°C fever. “I started 

shaking. I had cold and hot rushes,” he says. 

“I was sitting by the phone all night long 

thinking: ‘Should I call 911?’”

Hutchison’s symptoms resolved after 

12 hours. But, he says, “Nobody prepared 

me for the severity of this.”

He says the public should 

be better prepared than he 

was, because a subset of 

people may face intense, if 

transient, side effects, called 

reactogenicity, from Mod-

erna’s vaccine. Some health 

experts agree.

“Somebody needs to ad-

dress the elephant: What 

about vaccine reactogenic-

ity? While it’s … not going to 

cause any long-term issues 

… how is that perception 

going to go with the public 

once they start receiving 

it?” asks Deborah Fuller, 

a vaccinologist at the University of Wash-

ington, Seattle, whose lab is developing 

second-generation RNA vaccines against 

COVID-19. She worries the side effects 

could feed vaccine hesitancy. “I feel like it’s 

being glossed over.”

Those concerns arise after a week of 

good news about coronavirus vaccines: 

Both Moderna and Pfizer, with BioNTech, 

announced their messenger RNA (mRNA) 

vaccines reached 95% efficacy in clinical tri-

als of tens of thousands of people. The firms 

added that the trials showed no serious 

safety concerns.

Both vaccines consist of a snippet of 

genetic code directing production of the 

corona-virus’ spike protein, delivered in a 

tiny fat bubble called a lipid nanoparticle. 

Some researchers suspect the immune sys-

tem’s response to that delivery vehicle is 

causing the short-term side effects.

Those transient reactions should not 

dissuade people from getting vaccinated 

in the face of a pandemic virus that kills 

at least one in 200 of those it infects, says 

Florian Krammer, a vaccinologist at the 

Icahn School of Medicine at Mount Sinai, 

who participated in Pfizer’s trial. Sore arms, 

fevers, and fatigue are “unpleasant but not 

dangerous,” he says. I’m not concerned 

about [reactogenicity] at all.”

Most people will escape “severe” side ef-

fects, defined as those that prevent daily 

activity. Fewer than 2% of recipients of the 

Pfizer and Moderna vaccines developed se-

vere fevers of 39°C to 40°C. But if the com-

panies win regulatory approvals, they’re 

aiming to supply vaccine to 35 million peo-

ple worldwide by the end of December. If 

2% experienced severe fever, that would be 

700,000 people.

Other transient side effects would likely 

affect even more people. The independent 

board that conducted the interim analy-

sis of Moderna’s huge trial found that se-

vere side effects included fatigue in 9.7% 

of participants, muscle pain in 8.9%, joint 

pain in 5.2%, and headache in 4.5%. In the 

Pfizer/BioNTech vaccine trial, the numbers 

were lower: Severe side effects included fa-

tigue (3.8%) and headache (2%).

But that’s a higher rate of severe reac-

tions than people may be accustomed to. 

“This is higher reactogenicity than is or-

dinarily seen with most flu vaccines, even 

the high-dose ones,” says Arnold Monto, an 

epidemiologist at the University of Michi-

gan School of Public Health. 

So front-line public health workers will 

need “to have a story that gets out in front 

of [stories like Hutchison’s]—that responds 

to the way that people are going to try to 

make that a story about vaccine injury,” says 

Bernice Hausman, an expert on vaccine con-

troversy at the Pennsylvania State University 

College of Medicine.

Transparency is key, Hausman emphasizes. 

Rather than minimizing the chance of fever, 

for instance, vaccine administrators could 

alert people that they may experience a fever 

that can feel severe but is temporary. “That 

would go a significant way toward people 

feeling like they are being told the truth.” 

Adds Drew Weissman, an 

immunologist at the Univer-

sity of Pennsylvania whose 

research contributed to both 

vaccines: “The companies 

just have to warn people: 

‘This is what you need to ex-

pect. Take Tylenol and suck it 

up for a day.’”

Hausman also sees a 

need to support people who 

have serious reactions. For 

example, people may need 

“a hotline with a nurse tri-

aging … figuring out if you 

need to go to the hospital 

or not. Will your medical 

expenses be covered if you 

do? These are important questions.”

Both Moderna’s and Pfizer/BioNTech’s vac-

cines require two doses separated by several 

weeks. Reactogenicity is typically higher af-

ter a second dose, Weissman says. The side 

effects “mean the vaccine is working well. … 

[It] means you had such a good immune re-

sponse to the first dose and now you are see-

ing the effects of that,” he says. 

“We suspect the lipid nanoparticle causes 

the reactogenicity, because lipid nano-

particles without mRNA in them do the 

same thing in animals,” Weissman says. “We 

see production, in the muscle, of inflamma-

tory mediators that cause pain, [redness], 

swelling, fever, flulike symptoms, etc.” 

Hutchison hopes better vaccines are on the 

way. Still, he says, “Given that COVID can kill 

or incapacitate people, everybody should bite 

the bullet and expect a rough night. … Get 

lots of naproxen.” j

“Take Tylenol and suck it up,” says one researcher. Fever, aches show vaccine works

By Meredith Wadman

COVID-19

Public needs to prep for vaccine side effects

Science’s COVID-19 reporting is supported by the 

Pulitzer Center and the Heising-Simons Foundation.

SARS-CoV-2 spike protein

Presented to stimulate 
immune response

Lipid nanoparticle 
containing mRNA

Ribosome

mRNA

Special delivery
Two apparently successful coronavirus vaccines use fat 

bubbles called lipid nanoparticles to deliver messenger 

RNA (mRNA) to cells. Once there, the mRNA directs 

cells to produce the virus’ spike protein, provoking 

an immune response to that foreign protein.
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S
chools around the world are again 

the site of a large, and largely un-

controlled, experiment.

When schools from New Zea-

land to Norway to Japan reopened 

in April and May as the first wave 

of COVID-19 cases subsided, the 

virus stayed mostly at bay. Health 

and education officials cheered, 

having bet that the huge benefits of in-

person schooling outweighed the risk of vi-

ral spread among children and teachers—

and from schools to wider communities.

As a result, many places that had moved 

cautiously at first threw open classroom 

doors in August and September. Schools 

in the United Kingdom, Denmark, and the 

Netherlands shifted from cycling in small 

groups of students to full-size classes. Cit-

ies like Montreal that had kept schools 

shuttered welcomed students back inside. 

In Manaus, Brazil, a city with a COVID-19 

death toll among the world’s highest, more 

than 100,000 students returned to class-

As COVID-19 soars in many communities, 
schools attempt to find ways through the crisis

By Gretchen Vogel and Jennifer Couzin-Frankel
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Science’s COVID-19 reporting is supported by the 

Pulitzer Center and the Heising-Simons Foundation.

In California, a child confronts the new reality of school in the time of COVID-19.
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rooms. Teenagers thronged hallways in 

Georgia, Iowa, and Texas. But the back-

drop is very different now: In many areas, 

COVID-19 has surged to even higher levels 

than early in the year.

In July, Science examined the mostly en-

couraging lessons from the first reopen-

ings, among schools in areas with minimal 

COVID-19 percolating. Now, scrutiny of 

school openings in countries where the virus 

is resurgent paints a more complex picture 

of the risks and how they might be managed.

The virus has exposed disparities between 

and within countries, and among the most 

unsettling are in schools. In many countries, 

such as India, Mexico, and Indonesia, most 

schools remain shut. In the United States, 

students enrolled in urban public schools 

from Los Angeles to Chicago, which in nor-

mal times may struggle to provide enough 

soap and toilet paper, continue to learn from 

home, whereas wealthy private schools have 

installed tents for outdoor learning and 

hired more teachers to shrink already-small 

classes. “The inequities from school to school 

are inexcusable and heart-wrenching,” says 

Tom Kelly, head of the Horace Mann School, 

a private school in New York City that drew 

on many resources to open.

Early evidence, often gathered by re-

searchers with children in school or a teacher 

spouse, suggests schools can stay open even 

in the face of significant community spread, 

given strong safety measures and political 

will. Many countries are closing restaurants, 

bars, and gyms, and begging residents to 

steer clear of social gatherings in bids to con-

tain spread and keep schools open. Some-

times, that hasn’t been enough: The Czech 

Republic, Russia, and Austria closed schools 

in the face of skyrocketing case numbers in 

October and early November.

“I think schools should close last,” says 

Michael Wagner, a microbial ecologist at the 

University of Vienna who is part of a consor-

tium of four universities studying the preva-

lence of the virus in Austria’s schools. But he 

cautions that it’s wishful thinking to suggest 

open schools can’t fuel spread of the virus. 

Closing them can be “one of the most pow-

erful measures we have, but also one of the 

most costly” to children.

In Austria, schools hung on until 17 No-

vember. However, other countries, such 

as South Korea and Australia, have closed 

many schools at the first sign of rising cases 

as authorities worked to quash even modest 

community transmission. “The conversation 

is fairly polarized right now as to whether 

schools should be open or should be closed,” 

says pediatric infectious disease doctor Nisha 

Thampi of the Children’s Hospital of Eastern 

Ontario. “People interpret the data one way 

or another to justify one end or another.” P
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How common are school outbreaks?

A gnawing anxiety for teachers and parents 

is the silent spread of virus through hall-

ways and classrooms. Most schools have 

layers of protection such as mask require-

ments and physical distancing to impede 

an outbreak if a student or staff member 

brings COVID-19 into the building. But with 

virus cases surging in many communities, 

those guardrails are facing a stress test. 

“You’re on pins and needles all the time,” 

says Bradford Gioia, head of Montgomery 

Bell Academy in Nashville, Tennessee, an 

800-person boys’ school that runs from

seventh to 12th grade.

So far, scientists say, school out-

breaks appear less common than initially 

feared, although data are sparse. At Duke 

University, Danny Benjamin and  Kanecia 

Zimmerman, both pediatricians and epi-

demiologists, are collaborating with more 

than 50 North Carolina school districts 

as well as local health departments to 

study COVID-19 in schools. The effort 

includes gathering data on clusters and 

single cases from a subset of six school 

districts—50,000 students and staff—in 

the first 9 weeks of in-person school. 

Community spread has been high, and the 

team has recorded 197 COVID-19 cases 

acquired outside of school and just eight 

confirmed to be “secondary transmission,” 

or spread from one person to another 

inside a school. These numbers are almost 

certainly missing some asymptomatic 

infections. But Benjamin thinks the data 

support the approach North Carolina 

schools are using, with small classes and 

masks for everyone. He estimates that for 

every 10,000 people in school, there will be 

between one and five cases of secondary 

transmission about every 2 months.

Understanding why outbreaks happen 

can help schools shore up protections. 

In Benjamin’s data, one outbreak traced 

to a group of teachers who carpooled 

unmasked to lunch. Inconsistent masking 

in a pre-K class in Tennessee was linked to 

a small outbreak there. Kelly, the Horace 

Mann head, was alarmed when three 

teachers tested positive in quick succes-

sion. He shut the middle and upper school 

for 2 weeks. But contact tracing suggested 

the cases were unrelated, and no one else 

tested positive during the closure.

Multiple cases among students rightly 

trigger worries about in-school spread. But 

young people’s lives are intertwined, and 

the virus has plenty of chances to infect 

young people outside of school. “Kids have 

dance class, soccer class, a school bus,” 

says Gail Carter-Hamilton, a nurse at the 

Philadelphia Department of Public Health 
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who provides support to local schools.

Sequencing the virus could help show 

whether multiple cases in a school are re-

lated. But it’s almost never done, says Trevor 

Bedford, an expert in viral genome sequenc-

ing at the Fred Hutchinson Cancer Research 

Center. “It’s really frustrating,” he says.

Many experts lament that although 

health officials often tout low school case 

numbers, record keeping is inconsistent, as 

is transparency, particularly on outbreak in-

vestigations. “Show us the data,” says Amy 

Greer, an infectious disease epidemiologist 

at the University of Guelph. She acknowl-

edges that protecting individual privacy is 

a must—but deidentified data can still be 

studied and shared. “We have to be able to 

understand what the data we have tell us 

about school transmission,” she says.

Montgomery Bell Academy offers testing 

on-site, and on many days, a few students 

are at home after testing positive, with a 

larger number quarantined because of 

close contact with someone infected. Most 

cases have been traced to outside activi-

ties, although three boys in a six-person 

study hall contracted the virus. Transpar-

ency about viral reach in a school can be 

difficult, but more and more Gioia comes 

down on the side of openness. “Most 

people appreciate honesty,” he says.

Do open schools change risk perception?
Sports. Dating. Birthday parties. Orchestra practice. When schools open, students’ other 

activities may be more likely to resume. And that has researchers worried.

“Families look to schools to communicate what’s OK,” says Jennifer Lerner, who stud-

ies the psychology of judgment and decision-making at Harvard University. Even when 

schools are doing all they can to mitigate COVID-19 spread inside their buildings, the mere 

act of opening can send an unintended message that mixing together is benign—and 

provide more opportunities to do so.

In considering how people assess risk, Lerner points to a seminal paper published in 

1987 in Science, in which psychologist Paul Slovic at the University of Oregon wrote that 

the more uncertain and uncontrollable something seems, the riskier people deem it. 

Activities associated with school feel familiar and controllable and so may seem less 

risky, says Greer, of the University of Guelph. She found in a national survey that 40% 

of families have their children in at least one after-school activity, and some “have kids 

participating in extracurriculars      5 days a week.”

To many people, it’s especially hard to imagine school without sports. But the po-

tential for the virus to spread there looms. In the United States, numerous outbreaks in 

August were traced to football practices. Early this month, the Iowa High School Girls 

Athletic Union hosted a state volleyball championship that brought together 20,000 

fans and players in an indoor arena, as cases in the host city, Cedar Rapids, hit record 

highs and hospitals filled to capacity. In Canada, outbreaks have been linked to youth 

hockey; whether COVID-19 spread during play itself or gatherings with family and friends 

afterward is not known. “Schools are going to have a really tough time with sports,” says 

Benjamin, of Duke University. “It’s hard to make them safe.”

Parties, too, have been an issue around the world. In Cape Town, South Africa, a gather-

ing of high schoolers at a bar sparked an outbreak that ultimately infected more than 

80 people. At Lerner’s daughter’s school, all families signed a pledge that, among other 

points, stressed compliance with state restrictions on social gatherings. When several 

girls held a party, they were required to quarantine at home for 2 weeks.

For health officials, a tricky balancing act may be in order. The message to school com-

munities, Lerner says, needs to be, “There’s such an enormous benefit to having schools 

open.” And to sustain that, “We have to make sure that we are reducing risk in all other 

possible places.”

High school athletes celebrated at a volleyball championship in Cedar Rapids, Iowa, where cases are surging.

Students crowd the 

hallway of a school in 

Glasgow, U.K.
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How much fresh air is enough?
As temperatures drop in the Northern Hemisphere, many schools aren’t 

radiating the comforting warmth they used to. The coronavirus pan-

demic has created a new routine: Open windows, no matter the weather.

In Germany, students wear coats and winter hats in class. In the 

United Kingdom, they’re permitted to don extra clothes over uniforms. 

It’s part of an effort to disperse any exhaled viral particles before some-

one can breathe them in.

“The air flow patterns you have inside make a lot of difference to 

your potential exposure,” says Paul Linden, who studies fluid mechan-

ics at the University of Cambridge and in September published a paper 

on how ventilation can help prevent viral spread. But with variability in 

weather, ventilation systems, and window size and placement, guidance 

is elusive. “It’s very hard to be prescriptive,” he says.

Rather than dive into calculations for every indoor space, scientists 

like Linden are embracing a simple alternative: high-quality carbon diox-

ide (CO
2
) monitors, which cost as little as $100. Because CO

2
 is exhaled 

as people breathe, it can serve as a proxy for how much exhaled air, and 

possible virus, has accumulated. Outdoors, the CO
2
 concentration is 

about 400 parts per million (ppm). “What we’ve been recommending 

for schools is that CO
2
 be below 700 ppm,” even if everyone is wearing 

a mask, says Jose-Luis Jimenez, an aerosol scientist at the University of 

Colorado, Boulder, who models transmission risk. In a church in Wash-

ington state where a March outbreak among choir members originated, 

Jimenez’s modeling suggests the CO
2
 levels were about 2500 ppm.

Preliminary evidence from CO
2
 monitors in schools suggests 

there’s still work to be done. Linden found CO
2
 levels in classrooms 

before the pandemic were about twice as high in winter as in summer. 

In Madrid, Javier Ballester, a fluid dynamics expert at the University of 

Zaragoza, found that, when windows are closed, a standard classroom 

with 15 students passes 1000 ppm in just 15 to 20 minutes.

Part of the challenge is practical. If children are “freezing cold, that’s 

not going to help their learning experience,” says Henry Burridge, a fluid 

mechanics specialist at Imperial College London. But Ballester’s calcula-

tions suggest opening multiple windows by 15 centimeters each is likely 

sufficient. Germany is trying a different compromise: Classrooms can 

leave windows closed for 20 minutes and then open them wide for 

5 minutes. (Berlin schools had to install tens of thousands of new 

handles on windows that had been secured shut.)

Some schools are adding professional-grade air filters to try to 

remove virus, and scientists are developing other creative solutions. 

Frank Helleis, a physicist at the Max Planck Institute for Chemistry, 

has developed a system of fume hoods over students’ and teach-

ers’ desks. He and his colleagues are testing the setups at a school 

in Mainz, Germany, where his wife is a teacher. Cone-shaped hoods 

hang from the ceiling, connected to tubes that lead to a window, 

where a fan blows air outside. Warm air around a person rises, carry-

ing exhaled aerosols to the hood, which collects and removes about 

90% of aerosols before they can circulate, Helleis says. “It happens 

fast—within 10 seconds.” Built from supplies available at home-

improvement stores, the design is freely available.

Ballester, whose wife is also a teacher, has tried attaching a 

standard air filter to a fan. Initial tests show it’s almost as effective 

as professional-grade machines. Most schools can’t spend $500 per 

classroom, Ballester says, “but if it’s $50 or $60, they might.” Fans 

with filters that clean indoor air “work very well,” Jimenez says, and are 

already used in regions with forest fires or air pollution. Such solutions 

may be especially valuable for classrooms with few or no windows—a 

common setup in U.S. schools that has fueled worries about reopening.

In Bonn, Germany, children open windows to enhance the flow of outdoor air—and hopefully minimize any virus-laden aerosols in the classroom.
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Should schools stay open as cases surge?
Early school reopenings spurred optimism. 

But many experts caution that that experience 

has limited relevance to high-transmission re-

gions today. “The areas that reopened schools 

in the spring … had very, very little circulat-

ing virus in the community,” says  Matthew 

 Oughton, an infectious disease doctor at 

McGill. But Denmark, for example, has had 

more than five times as many cases per week 

as in spring and France more than 10 times. 

Officials are facing difficult decisions about 

whether and when schools should close.

Scientific uncertainties aren’t helping. Ini-

tial studies suggested children under age 10 

were less likely than older ones and adults to 

catch and transmit SARS-CoV-2. But newer 

data have muddied the picture. In Septem-

ber, a study of families of U.K. health care 

workers found no difference in susceptibility 

by age. Antibody surveys in Brazil and south-

ern Germany reported similar results. In a 

day care in Poland, five toddlers, none with 

symptoms, apparently infected nine family 

members. “I think asymptomatic infections 

have allowed children to fly under the radar,” 

says Zoë Hyde, an epidemiologist at the 

University of Western Australia, Perth.

Yet some countries are finding they can 

suppress the virus while schools stay open. 

In mid-October, Ireland shut down many 

businesses and restricted people to within 

5 kilometers of their home, but in-person 

instruction continued. Around the same time, 

the Netherlands closed restaurants, bars, and 

museums but also kept schools open. In both 

countries, new cases have fallen significantly.

Without clarity on in-school transmission, 

schools are hunting for signposts on when 

to throw in the towel and shift to remote 

learning. Officials in Iowa won’t consider local 

school closures until a county’s test positivity 

rate exceeds 15%, whereas New York City 

closed schools on 19 November, after reach-

ing 3%. Other areas analyze virus levels in 

neighborhoods from which a school draws. 

Berlin authorities focus on what’s happening 

inside a school, assessing weekly the num-

bers of new cases and people in quarantine.

Hyde and David Rubin, head of the Policy-

Lab at the Children’s Hospital of Philadelphia, 

both think schools should probably shut if 

there are so many cases that contact tracing 

in the community is no longer feasible. In the 

Philadelphia area, “contact tracing is falling 

apart,” Rubin says. In mid-November, with 

transmission rates escalating, he recom-

mended area schools consider closing, espe-

cially for older children, until January 2021.

Numbers can act as a guide, but many say 

decisions around opening and closing schools 

are as much moral and political as they are 

scientific. “I don’t think the right question is, at 

what point do we close schools,” says Greer, of 

the University of Guelph. Instead, it’s what do 

we need to do to keep schools open?

Like Ireland and the Netherlands, France, 

Spain, and Germany have kept students in 

classrooms while shutting other parts of 

public life. But U.S. cities including Boston 

and San Francisco have held off on or re-

versed public school openings, without major 

clampdowns on businesses. “A lot of school 

districts are not getting the support they 

need,” including funding for safety measures, 

says Meagan Fitzpatrick, an infectious dis-

ease modeler at the University of Maryland 

School of Medicine.

Ultimately, she says, researchers can only 

offer so much. Until the pandemic subsides, 

likely with the help of a vaccine, officials, 

parents, and teachers face questions that lie 

outside science: “What do you mean by safe? 

And what levels of risk are you willing to ac-

cept for opening your school?” j

With reporting by Linda Nordling and Emiliano 

Rodríguez Mega.

Since May, teenagers at the Gymnasium Carolinum, a school in Neu-

strelitz, Germany, have swabbed their own throats twice a week. Along 

with students, staff, and family members at six other schools and one 

day care, the teens send the samples to Centogene, a biotechnology 

company. The company’s website trumpets, “School in spite of corona-

virus, but safe!” It has run nearly 40,000 tests so far, which Volkmar 

Weckesser, Centogene’s chief information officer, says have identified 

“multiple” cases and no outbreaks. “We can’t say what would have hap-

pened if we hadn’t been there,” he acknowledges, but isolating the cases 

removed their chance to spark more infections.

Coronavirus testing in schools is scattershot, reflecting key uncertain-

ties including how much children spread the virus and varying accuracy 

of tests. Some programs use tests for surveillance, as in New York City, 

with monthly tests on 10% to 20% of staff and students at many public 

schools. Wagner, of the University of Vienna, and colleagues are test-

ing students and teachers in Austrian schools, and this fall found that 

roughly one in 250 people were infected without symptoms. 

Blanket testing has its uses. But it takes up potentially scarce re-

sources and can give a false picture, Duke’s Benjamin warns. Even the 

most accurate tests can miss early stage infections. “Your public health 

interventions should assume that everybody’s infected,” he says.

Several studies are turning to tests to probe a big unknown: whether 

people with no symptoms spread SARS-CoV-2 at school. At the Charité 

University Hospital in Berlin, a team is working with 48 schools and day 

cares to regularly test staff, students, and their family members for both 

virus and antibodies. In Nashville, a team from Vanderbilt University de-

scends every 2 weeks on a school, where children as young as age 4 spit 

into a cup and hand over their sample. “Does it even matter if a small 

percentage have detectable virus in saliva but they’re not symptomatic 

and they’re masked?” wonders Ritu Banerjee, one of three pediatric 

infectious disease specialists running the study, along with Sophie Katz 

and Kathryn Edwards. So far, she and her colleagues have collected 

four batches of more than 180 samples each and received test results 

on three of them. One positive case turned up in each batch, and none 

seemed to have infected anyone at school.

In Montreal, health surveillance expert David Buckeridge and 

pediatric infectious disease specialist Caroline Quach-Thanh at McGill 

University are planning an experiment in two schools. They want to know 

whether it’s safe to shave a 14-day quarantine for close contacts to 

7 days with a test before returning to school. The Montreal and Nashville 

researchers have something in common: Their own children attend the 

schools that welcomed the researchers in. That connection, Buckeridge 

says, was vital to making the work possible.

Does testing make a dif erence?

A student receives a coronavirus test on the outskirts of São Paulo, Brazil. 
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n a Friday at the end of 2018, the top 

brass of a NASA deep space mis-

sion convened for a tense meeting.

Hour by hour the New Hori-

zons probe was hurtling toward a 

New Year’s Day rendezvous with 

Arrokoth, an ancient, icy rock 

at the edge of the Solar System. 

The team had one last chance to 

send instructions for pointing the probe’s 

cameras. Success would ensure in-frame 

pictures of Arrokoth, and the clues it held 

for how the planets formed. Failure would 

mean expensive pictures of an empty void. 

The mission managers who gathered at 

New Horizons headquarters in suburban 

Maryland realized they had a “massive 

problem,” says Marc Buie, a team member 

and planetary scientist at the Southwest 

Research Institute in Boulder, Colorado. 

Something was off in images already 

beamed back. Either the flying spacecraft 

or the orbiting rock was a teensy bit lost in 

a universe where nothing is nailed down.  

The team debated what to fix. Some 

thought the probe’s position, calculated 

from Earth-based measurements, was cor-

rect, in which case Arrokoth was in an un-

expected place. But Buie believed the rock 

was right where it should be, which sug-

gested thrusters had nudged the spacecraft 

itself a hair off course.

Buie was confident because he was 

tracking Arrokoth’s position relative to an 

ultraprecise map of far-off beacons called 

quasars: cosmic lighthouses generated by 

black holes in distant galactic centers. But 

the map was largely untested, having just 

been released by a European Space Agency 

star-mapping satellite called Gaia. It was 

the basis of a brand-new celestial refer-

ence frame, a fixed, imaginary grid against 

which everything else moves, akin to lines 

of latitude and longitude on Earth. And 

Buie was gambling the Arrokoth flyby on 

that new grid.

For the past few decades, astronomers 

have based their celestial grid on radio obser-

vations of several thousand quasars. These 

radio beacons not only guide the pointing of 

telescopes, but they are also the bedrock of 

the reference frame for the spinning, buck-

ing Earth. Without them, GPS devices would 

lose their accuracy and many ultraprecise 

studies of processes such as plate tectonics 

and climate change would be impossible. 

But observations of these beacons are costly 

and rely on radio telescopes. 

By 2018, when New Horizons was ap-

proaching Arrokoth, Gaia had produced its 

own version of a reference frame, based on 

half a million quasars seen in the visible 

wavelengths most astronomers use, not 

radio. Buie persuaded the New Horizons 

team to trust the new framework. A cor-

rection based on the Gaia positions went 

up to the probe. 

The team got it right: When the clos-

est flyby images came back, Arrokoth was 

framed perfectly. “None of that would have 

happened if we hadn’t had the Gaia cata-

log,” Buie says. “It’s a fundamental rewriting 

of how we do positional astronomy.”

The rewriting has continued. Next week, 

on 3 December, Gaia will release, along with 

the latest data about billions of Milky Way 

stars, its newest reference frame, built from 

1.6 million quasars scattered across the sky. 

“It is improved, larger, better, more beauti-

ful,” says François Mignard, an astronomer 

at the Côte d’Azur Observatory in France 

who leads Gaia’s reference frame team.

THE GAIA REFERENCE FRAME is only the lat-

est solution to a very, very old problem. From 

planets to comets to asteroids, much of the 

sky drifts from night to night. Studying these 

Precise maps of millions 
of bright quasars show 
our place in the cosmos as 
never before By Joshua Sokol
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objects would be hopeless without compar-

ing them with points that stay still. 

At first, the stars looked like trustworthy 

reference points. In the second century 

C.E., the Alexandrian astronomer Ptolemy

revisited constellations his predecessor

Hipparcos had observed some 3 centu-

ries earlier. With his naked eyes, Ptolemy

couldn’t find any movement among

the stars, which he assumed were fixed

points on a sphere rotating around Earth.

But by the 1700s, careful obser-

vations with telescopes proved the 

stars’ apparent positions in the 

sky do shift over the years, as they 

move through the cosmos. In re-

sponse, astronomers spent whole 

lifetimes building catalogs of stars 

far enough away or slow enough 

to mostly stay still. 

The game changed again when 

astronomers started to observe 

quasars in the 1970s, using radio 

dishes on different continents to 

make hyperprecise measurements 

of their positions. Like stars, qua-

sars appear as points of light. But 

they are billions of light-years 

away, so they barely budge within 

human lifetimes. Finally, the dis-

tant sky, not Earth, was the ulti-

mate arbiter of where things are. 

Today, the radio measurements feed into 

a global bureaucracy that maintains refer-

ence frames, imposing order on space in 

the same way astronomical observatories 

used to keep time. Many of the quasar mea-

surements are accurate to about a hundred-

millionth of a degree—smaller than the 

apparent size of a basketball on the Moon. 

They not only hold the sky in place, but also 

reveal jerks in Earth’s rotation speed and 

wobbles in its axis that arise from earth-

quakes and hurricanes. The calculated 

tweaks are used in turn to correct GPS de-

vices, which would otherwise lose track of 

Earth’s spinning surface.

The growing number of rock-solid qua-

sars, now in the thousands, also transformed 

interplanetary navigation. For decades, 

NASA tracked its spacecraft mainly by mea-

suring their velocities as they flew away, 

which made it possible to calculate their dis-

tances from Earth. Their positions in other 

dimensions were only coarsely estimated 

by the sensors on the spacecraft. But after 

a pair of high-profile Mars failures in 1999, 

the agency added another method: It looks 

for quasars that are near the craft’s current 

location in the sky—anchoring the probe to 

the reference frame. The approach has en-

abled subsequent bull’s-eye landings on Mars 

and elsewhere, says Barry Geldzahler, who 

recently retired as NASA’s navigation lead. 

“We make the hard things routine, and kind 

of boring.”

For the many space scientists who work 

outside of radio wavelengths, however, a 

radio-based reference frame isn’t so use-

ful. Astronomers had spent decades trying 

to build up rival reference points in visible 

light. But quasars are faint specks at those 

wavelengths, and optical telescopes peering 

through Earth’s blurry atmosphere strug-

gled to match the precision of radio arrays. 

Then the 2018 Gaia data set dropped, af-

ter the probe scanned the whole sky with 

sensitive space-based detectors. “Ninety-

eight percent of that work was obliterated 

after the Gaia release,” says Leonid Petrov, 

an astronomer at NASA’s Goddard Space 

Flight Center who conducts radio quasar 

observations to build reference frames. “In 

1 day, they became history.”

THE CONSENSUS GRID for outer space—the 

third iteration of the official International 

Celestial Reference Frame, maintained 

by the International Astronomical Union 

(IAU)—still relies on radio quasars. But 

at the next IAU general assembly in 2021, 

Mignard says he plans to propose a multi-

wavelength system, with the optical quasar 

positions listed alongside the radio ones.

Tiny offsets between the two systems can 

already be seen, but they are not errors. They 

reflect astrophysical reality—and a tantaliz-

ing research opportunity. Quasars are pow-

ered by gas swirling around supermassive 

black holes at the centers of galaxies. As the 

gas circles the drain, it kicks out bright jets 

of plasma at nearly the speed of light. The 

radio telescopes are trained on the black 

hole itself, whereas Gaia picks up an average 

position between the black hole and the jets. 

No single telescope can distinguish between 

these locations. But the discrepancies be-

tween the radio and optical positions point 

to these fine details and offer a new way to 

investigate the physics at galaxy centers.

“If you’re a fan of active galactic nuclei, 

this is a great time to be alive,” says Bryan 

Dorland, an astronomer at the U.S. Naval 

Observatory. “The last time positional as-

tronomy was exciting was around, like, 

Ptolemy. Right?”

Eventually, the Gaia data might even 

feed back into terrestrial position-finding 

systems, but not before lengthy 

studies and negotiations, says 

Manuela Seitz, of the German 

Geodetic Research Institute. “It’s 

a long way between showing, OK, 

you can have an improvement if 

you use it to, OK, you now have 

products which are really consis-

tent,” she says. 

 To stay useful, the Gaia system 

will require tending. Right now, it 

has a firm handle on not just its 

quasars, but also more than 1 bil-

lion closer, drifting stars. These 

stars, anchored to the quasar-

based grid, are useful guides for 

spacecraft with simple star track-

ers, or when no quasar is visible 

in a particular part of the sky. But 

the Gaia mission is set to end its 

vigil in 2025. After that, the stars 

will meander relative to background qua-

sars unless astronomers dispatch a follow-

up mission to remap the sky.

Meanwhile, the quasars themselves will 

drift glacially. Ultimately, Mignard says, 

high-precision reference frames of the 

future might require anchors even more 

stable than quasars: perhaps points on 

the cosmic microwave background, the 

afterglow of the big bang, which lies at the 

farthest observable distance in the cosmos. 

Buie, for his part, plans to use the Gaia 

reference frame for as long as he can in his 

work pinpointing and studying tiny outer 

Solar System rocks. The Gaia data make it 

easier for him to calculate when and where 

to go on Earth to watch a star wink out 

as a remote object crosses in front of it—a 

so-called occultation event that relies on 

the momentary backlight to reveal details 

about the object. 

He’s also playing the same game he did 

with New Horizons and Arrokoth for Lucy, 

an upcoming NASA mission that plans to 

buzz past five small asteroids near the orbit 

of Jupiter. The extra precision of the Gaia 

system will help mission controllers home 

in precisely on their targets. “They don’t 

think they need it, but they do,” Buie says. j

Quasars, generated by black holes in distant galaxies, 

are far more stable beacons than nearby stars.

Next week, Europe’s star-mapping Gaia mission will release a new celestial 

reference frame, built from the positions of 1.6 million quasars.
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By Christine R. Rollinson

T
he presence of leaves on deciduous 

trees not only marks the changing of 

the seasons, but also defines the pe-

riod of time in which trees store car-

bon from the air in leaves, wood, and 

roots. Warming winters causing earlier 

spring-leaf emergence is a widespread pat-

tern of climate-change impacts across  tem-

perate tree species and their locations (1). 

Much more idiosyncratic is the timing of leaf 

senescence (deterioration), which offers no 

clear indication of whether future warming 

will cause an extended autumn growing sea-

son that leads to greater carbon-storage po-

tential (2). On page 1066 of this issue, Zani et 

al. (3) demonstrate that there might be limits 

to how much carbon a tree can use or store in 

a single year. Further, if all carbon needs are 

met, leaves might senesce earlier rather than 

later in the autumn.

Leaf shedding at the end of the grow-

ing season in cold-temperate regions is an 

evolutionary adaptation to acute stressors 

(such as freezing temperatures and a lack 

of moisture available in frozen soils), which 

often limit species’ survival and geographic 

distributions (4, 5). The mechanistic im-

pacts of mortality-inducing events on trees 

have likely contributed to senescence be-

ing commonly portrayed through a stress-

based, supply-side framework. From the 

photosynthetic carbon supply perspective, 

leaves become a liability rather than an as-

set to a tree when the leaves do not have the 

available resources to be net carbon produc-

ers. This explains early leaf loss and mortal-

ity in response to stressors such as drought 

or heat (6, 7). The well-understood role of 

leaves as carbon suppliers to the tree forms 

the basis for the common assumption that 

alleviating plant stress will allow leaves to 

persist and trees to continue storing carbon 

for a longer time period in the autumn.

The new work of Zani et al. demonstrates 

that focusing only on carbon supply is a 

flawed line of investigation because it entails 

the assumption that photosynthesis can be 

sustained indefinitely so long as resources 

ECOLOGY

Surplus and stress control autumn timing

PERSPECTIVES

Climate change might cause a  n early shedding of leaves if trees have stored enough carbon

INSIGHTS

Center for Tree Science, The Morton Arboretum, 
4100 Illinois Route 53, Lisle, IL 60532, USA. 
Email: crollinson@mortonarb.org  
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are available, and thus, that senescence is 

triggered solely by photosynthetic limiters 

(such as short days or cold temperatures). 

Zani et al. revealed this shortcoming by dem-

onstrating with observational, experimental, 

and modeling evidence that increased grow-

ing-season productivity can lead to earlier, 

rather than later, leaf senescence in temper-

ate trees. These findings build on a growing 

body of literature focused on the demand 

side of the carbon cycle, in which growth and 

productivity are limited by the ability of dif-

ferent tissues, such as roots or stems, to use 

and store carbon (carbon “sinks”). 

In particular, sink limitation has been 

highlighted as a mechanism to explain the 

hotly debated lack of a clear carbon fertiliza-

tion effect on tree growth. Carbon fertiliza-

tion hypotheses are typically supply focused: 

Increasing atmospheric carbon from an-

thropogenic emissions increases the carbon 

available for plant photosynthesis, making 

carbon movement into leaves more efficient. 

Although carbon-enrichment studies and 

analyses of carbon isotopes stored in tree 

rings provide evidence for an increase in the 

efficiency of plant photosynthesis with in-

creased atmospheric carbon, there is limited 

evidence that this translates into increased 

long-term tree growth and forest carbon 

storage (8). If more carbon is unnecessary 

because the other requirements for biologi-

cal activity in sink tissues are met, trees will 

fail to grow more rapidly in response to ad-

ditional carbon. From this demand-side 

perspective, leaves become unneeded and 

consequently senesce when the carbon they 

would fix in photosynthesis has nowhere to 

go because the available sinks are no longer 

taking more carbon.

Sink-limitation frameworks often lack 

mechanistic processes that cause various tis-

sues or functions to no longer use or store 

carbon. Sink limitation can be an outcome 

of low productivity and allocation to tissues 

such as roots or wood that store carbon (9). 

However, in other cases, a highly productive 

early season can result in the production of 

an unsustainably large leaf area that leads 

to late-season stress and subsequent early 

senescence (10). Sink-based limitation from 

lack of carbon demand also might simply 

be the result of asynchronous tissue phenol-

ogy arising from independent environmental 

controls on biological activity in different 

parts of a plant. For example, root growth 

in many, if not most, species occurs asyn-

chronously with leaf production (11). When 

root and wood activity cease to use or store 

carbon, those tissues become unavailable 

as carbon sinks. Thus, leaves become costly 

to maintain, not because of their decreased 

carbon productivity potential but because 

there is no room for the carbon they make. 

Unavailability of potential sinks gives the tree 

a carbon economic incentive to senesce early 

despite suitable environmental conditions 

for photosynthesis.

In the end, the timing of leaf senescence 

and the autumn season is unlikely to be uni-

versally controlled by carbon source or sink 

dynamics alone (12). In portions of the tem-

perate biome where warm summers increase 

photosynthesis (as is the case in Zani et al.) 

and climate change is projected to benefit 

plant growth, more sink-based limitation of 

forest productivity seems likely. In regions 

where stress from heat or low moisture cur-

rently causes marked declines in productiv-

ity, source-based models might adequately 

explain autumn leaf senescence. Given the 

geographic and temporal variability in limi-

tations on tree productivity (13), it is reason-

able to expect that the controls on autumn 

senescence across the temperate biome are 

likely to include a range from sink-based 

to source-based limitation. The sink-based 

models shown to perform well in Zani et al. 

improve the prediction of autumn senes-

cence in some regions, but the universality of 

this pattern remains unknown.

Regardless of the drivers of autumn se-

nescence, the potential productivity of 

temperate deciduous forests is not infinite. 

Forest carbon sequestration alone cannot 

be expected to keep pace with anthropo-

genic carbon emissions or climate change 

(14). The study of Zani et al. shows that the 

forest carbon sink is limited in ways that 

are not yet fully understood. Thus, whereas 

trees and forests remain one solution for 

mitigating the impacts of climate change, 

they cannot be the sole means of climate 

change response. A diverse portfolio of cli-

mate actions that include emissions reduc-

tions and tree conservation and planting is 

essential to mitigate anthropogenic carbon 

emissions and climate change.        j
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Trees of the Teutoburg Forest in Lower Saxony, 

Germany, display colors of autumn leaf senescence. 

ECOLOGY

Witnessing ice 
habitat collapse 
in the Arctic
Abrupt ice loss signals major 
changes ahead in a north 
polar conservation zone

By Warwick F. Vincent1 and Derek Mueller2

O
ver a 2-day period at the end of July 

2020, the Milne Ice Shelf underwent 

fracturing and collapse, losing 43% of 

its vast expanse as ice islands calved 

into the Arctic Ocean (see figure) (1). 

This sudden attrition of a thick Arctic 

ice shelf harboring diverse animal and mi-

crobial communities (2, 3) is one of many 

recent events along Canada’s far northern 

coastline that underscore the vulnerability of 

polar ice habitats to ongoing climate change. 

The observed impacts are of special concern 

given the conservation value of ecosystems 

in this High Arctic region.

The northern edge of Greenland and the 

Canadian Arctic Archipelago is the world’s 

most northerly coastal zone. It contains the 

oldest, thickest sea ice in the Arctic Ocean 

and is considered the ultimate refuge for ice-

dependent species in the rapidly warming 

North. In recognition of this global value, the 

Canadian government in partnership with 

the Qikiqtani Inuit Association designated a 

large portion of this “Last Ice Area” for in-

terim protection as a Marine Protected Area 

(MPA) named Tuvaijuittuq, meaning “lasting 

ice” in Inuktitut (4). There is a strong re-

ciprocal interaction between this marine sys-

tem and the land margins of the High Arctic. 

These margins include Canada’s northern-

most land conservation region, Quttinirpaaq 

National Park, where extreme cold is critical 

to maintaining prominent ice features, in-

cluding numerous glaciers, ice shelf rem-

nants, ice-capped lakes, permafrost, and 

perennial snowbanks that feed water tracks 

across the polar desert landscape. Molecular 

analysis has shown that diverse microorgan-

isms [including cold-water viruses (5)] thrive 

in all of these cryoenvironments.
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The Ward Hunt Ice Shelf, the largest plat-

form of thick landfast ice in Arctic Canada, ex-

perienced several fracturing events in recent 

decades, and an automated camera (6) on 

Ward Hunt Island captured its collapse into 

ice islands over the summers of 2011 and 2012, 

leaving only two remnants on either side of 

its embayment. The initial fracturing in 2002 

was accompanied by draining and complete 

loss of a freshwater lake overlying seawater 

(2). The lake dammed by the Milne Ice Shelf, 

with its distinctive microbial community (7), 

is the last of this ecosystem type in Canada 

and may be similarly close to disappearance.

Along the coast adjacent to the MPA, lakes 

that were once covered by thick, multiyear ice 

are now intermittently ice-free, with abrupt 

changes in their underlying ecosystems. The 

first observations of Ward Hunt Lake in the 

1950s showed a summer ice cover of more 

than 4 m (8). Over subsequent decades, this 

perennial ice thinned, and three late-summer 

ice-out events have occurred in the past 10 

years, including 31 days of ice-free conditions 

in 2016. That year also marked anomalously 

warm air temperatures at Ward Hunt Island 

and at Alert, Nunavut, 170 km east of the is-

land, where melting degree-days (summation 

of daily mean temperatures above 0°C) were 

more than twice the 1951–2017 average (8). 

Weather extremes are becoming increasingly 

common throughout the Arctic and have the 

potential to drive lake ice, sea ice, and other 

cryoenvironments across thresholds, making 

them increasingly sensitive to year-to-year 

variations in climate. 

The surface area of glaciers along the 

northern margin of Ellesmere Island re-

tracted by up to 5% between 1999 and 2015 

(9), accompanied by reductions in supra-

glacial features such as cryoconite holes that 

provide microbial habitats. New cold-loving 

yeast species were recently discovered on 

Walker Glacier, 28 km east of Ward Hunt 

Island, but this cryohabitat is now under-

going accelerated melting and attrition 

(10). Summer meltwater on the surface of 

ice shelves and floating ice tongues collects 

in ponds and cryoconite holes that contain 

diverse microbial consortia. From 1998 to 

2015, 51% of this habitat was lost as a result 

of episodic calving (2); little time may be left 

to fully characterize this component of Arctic 

biodiversity. 

Thick multiyear landfast sea ice, some more 

than 50 years old, was a prominent feature 

of this coastline until recently, when all but 

the smallest remnants broke away (2). Mobile 

pack ice, including thick multiyear sea ice 

floes, are tightly concentrated in the coastal 

zone owing to the action of the Transpolar 

Drift and the clockwise Beaufort Gyre. The 

average thickness of this ice has decreased 

by 1.5 m since the 1970s, and this region is 

losing sea ice mass at double the rate of the 

Arctic Ocean (11). Ice supply to this region is 

highly variable and depends on currents that 

are readily modified by atmospheric circula-

tion patterns, which may shift as the climate 

continues to warm. Increased ice advection 

and a marked drop in ice concentration in 

recent years underscore the vulnerability 

of this environment (11), which provides a 

cryohabitat for sea ice algae and associated 

biota (12). The implications of increased 

meltwater runoff from coastal lands to the 

marine ecosystem are unknown but could 

increase the occurrence of bloom-forming 

algae that may harm marine mammals (13)—

this requires close monitoring.  

The thick sea ice zone and its associated 

coastal land environments harbor diverse 

ecosystems that are only now being discov-

ered. Conservation areas in this region, such 

as Tuvaijuittuq and Quttinirpaaq, are more 

important than ever for protection of these 

polar habitats and provide refuges that are 

free of additional stressors such as ship-

ping and resource extraction. The Canadian 

MPA restrictions will expire in 2024 (4). This 

protection needs to be made permanent 

and extended across northern Canada and 

Greenland to include the entire thick ice zone 

and its associated coasts, despite the jurisdic-

tional hurdles. Efforts to define, culture, and 

cryopreserve environmental microbiomes 

from this region should also be enhanced. 

Climate models underestimate the current 

acceleration of Arctic warming, and meeting 

the Paris Agreement carbon targets is essen-

tial to avoid abrupt future change (14). The 

ice attrition recorded over the past two dec-

ades shows that while this area of biological 

richness and ice-dependent ecosystems has 

been resistant to warming, it is not immune, 

and it can only be fully protected by the 

greenhouse gas mitigation that is urgently 

needed at a global scale. j
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Ice ecosystem collapse
An aerial view shows the breakup of the Milne Ice Shelf in late July 2020 (left) and animals found living 

in its ice cavity (right) at the site boxed in red  (3). The ice shelf is in the so-called Last Ice Area, which 

observations and modeling (15) show as the band of thickest sea ice in the Arctic Ocean that occurs along 

the northern coast of Canada and Greenland.
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PHYSICS

Crisis and catharsis in atomic physics
Precise measurement of an atomic hydrogen transition resolves the proton size puzzle

By Wim Ubachs 

T
he spectrum of the simplest atomic 

species, the hydrogen (H) atom with 

only a single electron, was initially de-

scribed with Bohr’s theory of 1913 and 

was refined with newer theories, from 

Schrödinger’s quantum mechanics to 

Dirac’s relativistic formalism and ultimately 

Feynman-Schwinger-Tomonaga’s quantum 

electrodynamics (QED). The latter includes 

the effects of virtual particles that emerge 

from the vacuum and deals with the problem 

that the energy of a charged point particle 

is infinite. The comparison between theory 

and precise measurements of the H atom 

ran into a crisis in 2010, when measurements 

on muonic hydrogen (where muons replace 

electrons) (1) led to two different values of the 

size of the proton, r
p
 (see the figure). A de-

cade-long period of the “proton size puzzle” 

spurred renewed experimental activity and 

many far-reaching hypothetical theories. On 

page 1061, Grinin et al. (2) report the preci-

sion measurement of the 1S-3S transition to 

help finally resolve this crisis.

The quantum-level structure of the hydro-

gen atom can be described for each state as 

the energy E that depends on quantum num-

bers n, l, and j and is the sum of three terms:

E(n, l, j) = EBohr f (mp,me)

+ENS(rp,n, l) + EQED(n, l, j) (1)  

where E
Bohr

 represents the Bohr structure,

f (mp, me) is a small correction involving 

the proton mass mp and the electron mass 

me
, ENS describes nuclear size effects, and

E
QED

 represents the QED corrections. E
Bohr

is proportional to the Rydberg constant 

R∞. E
NS

 accounts for an electron penetrat-

ing the inner region of the extended pro-

ton, where it experiences an attractive force 

that deviates from the usual Coulomb force. 

The entire level structure of the hydrogen 

atom can be cast by the two unknowns: R∞,

representing the energy scale of all atomic 

physics and of chemistry, and rp. These two 

unknowns can be determined from several 

sets of two precise measurements. The mea-

surement of the 1S-2S interval (3) stands out 

as the most precise (reaching 15-digit accu-

racy) because the upper 2S level exists for 

~1 s and is not affected by the Heisenberg 

uncertainty principle. This result may then 

be combined with a second result. Various 

groups (4–6) have measured transitions 

from the long-lived 2S level to levels with 

nS, nP, or nD states (called Rydberg states), 

and these measurements were considered 

statistically independent and averaged to 

obtain a set of values for R∞ and rp. Another

approach is in the measurement of the 

Lamb shift (the 2S-2P splitting) initially 

performed by Lamb and Retherford in 1948 

and improved thereafter (7).

Electron-proton scattering measurements 

yield a fully independent determination of 

the proton size (8), although this nuclear 

physics approach requires a complicated 

extrapolation to a zero-momentum scatter-

ing vector. By 2010, these approaches led to 

a consistent set of values for R∞ and rp. In the 

figure, the values for rp are plotted, and rp was 

determined at 0.88 fm.

Because the Standard Model of physics 

assumes that the muon exhibits the same 

physics as the electron (lepton universality), 

except for being 207 times more massive 

and prone to radioactive decay, the level 

structure of muonic hydrogen (mH) should 

be calculable with Eq. 1. The heavier mass 

makes the muon overlap more with the 

nucleus, a reason why comparison between 

experiment and theory led to a very accu-

rate value for rp at 0.84 fm (1). 

Thus, the atomic physics community was 

shaken to have the “consistent value” of r
p

disagree with this mH  measurement well be-

yond their error limits. This situation spurred 

enormous experimental activity on the preci-

sion spectroscopy of the H atom, as well as 

tests of the far-reaching hypothesis of the 

breakdown of lepton universality, and in turn 

the Standard Model of physics. Painstaking 

experiments remeasured the Lamb shift (9), 

excitation to a 4P Rydberg state (10), and 

electron-proton scattering (11), and all pro-

duced rp of 0.84 fm. 

However, in 2018, a continuous-wave laser 

experiment on the  1S-3S transition (12) still 

obtained the larger value. The situation is now 

finally resolved with the more accurate direct 

frequency-comb laser experiment performed 

by Grinin et al. on the same 1S-3S transition. 

The smaller r
p
 value supports a QED frame-

work of electronic and muonic hydrogen de-

scribed by the two constants, R∞ and rp = 0.84 

fm. This struggle for consistency in atomic 

physics should provide an intriguing topic for 

historians and sociologists of science.

The H atom, and the interesting alternative 

of the He+ ion, has only a single long-lived ex-

cited state, which hampers precision experi-

ments on a set of quantum levels. Molecules 

such as the H
2

+ and HD+ ions support many

ro-vibrationally excited states that can all 

be subjected to precision measurements. 

Studies of these molecules have already led to 

a determination of the proton-electron mass 

ratio (13, 14). The neutral H
2
 molecule, which

supports >300 ro-vibrational states with life-

times of 1 week, could also be used in pre-

cision experiments for testing fundamental 

physics, possibly at 20-digit accuracy (15). j
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A historical correction
The right side shows the consistent picture of 

the proton size of 2010 before the muonic hydrogen 

measurement. The left side displays the current 

consistent picture, and arrows indicate the historical 

correction. Gray zones are the recommended 

values from the Committee on Data for Science and 

Technology (CODATA) for 2014 and 2018.
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By Aileen W. Li1,2 and Wendell A. Lim1,2,3

C
ytokines have far-reaching effects on 

the behavior of immune cells. Given 

their powerful roles, there has been a 

long history of trying to harness cyto-

kines as therapeutic drugs for cancer 

and other diseases. However, there 

are several problems that severely limit 

the therapeutic use of cytokines, including 

their pleiotropic actions and systemic toxic-

ity. Overcoming these issues to create the 

next generation of cytokine-based therapies 

will require sophisticated control over their 

spatial-temporal function. New approaches 

in protein and cell engineering are emerg-

ing that allow distinct and multiple levels 

at which to program cytokine regulation—

from engineering individual cytokines, to 

cytokine-receptor pairs, and ultimately, more 

complex cytokine-sensing, -secreting, and 

-consuming cell circuits. These technologies

may confer the ability to precisely sculpt the

local cytokine environment, and by doing so,

improve the potency of cytokine drugs and

deepen our understanding of the language of

cytokine communication.

The biological function of cytokines is 

broad, encompassing immune cell prolifera-

tion, death, activation, and inhibition. The 

effects of these secreted signaling molecules 

depends on their local concentration, which 

is driven by the rates of cytokine produc-

tion, diffusion, and consumption. Cytokine-

mediated cell-cell communication can be 

autocrine, paracrine, or endocrine. Together, 

these core features of cytokine communica-

tion are thought to shape the ecosystem of 

specific tissues or tumors. Perhaps most no-

table is how this set of secreted factors can 

achieve such diverse yet highly spatially co-

ordinated physiological outcomes within the 

complex environment of the body. 

Interleukins and interferons are cytokines 

that have clinical relevance in cancer. Direct 

infusion of cytokines into a tissue can have 

potent therapeutic effects—killing trans-

formed cells in a tumor or stimulating the 

expansion and cytotoxic activities of host or 

adoptively transferred immune cells. So far, 

two cytokine drugs [interferon-a (IFN-a) 

and interleukin-2 (IL-2)] have been approved 

by the U.S. Food and Drug Administration 

(FDA) for the treatment of hairy cell leuke-

mia, melanoma, and other cancers. 

Nonetheless, there are fundamental 

problems that severely limit the thera-

peutic use of natural cytokines: short cir-

culation half-life, off-target effects, and 

inherent pleiotropic functions. Clinically, 

repeated systemic administration of IL-2 

at high doses is typically needed to achieve 

therapeutic response as a result of its short 

circulation half-life (the serum half-life of 

IL-2 is ~90 min). Most seriously, cytokines 

act as a double-edged sword—they target 

many cell types. Thus, for example, high 

dosing regimens of IL-2 elicit severe sys-

temic toxicity because the cytokine accu-

mulates not only in the disease tissue, but 

also in healthy bystander organs, where 

IL-2 induces severe adverse effects includ-

ing vascular leak syndrome and pulmo-

nary edema (1). IL-2 causes many changes 

in immune cells, some that may be desired 

and some that are therapeutically det-

rimental. IL-2 acts on multiple immune 

cells—it drives proliferation of effector T 

cells, but also stimulates T regulatory cells 

(T
reg

) that cause suppressive outcomes. T
reg

stimulation can promote tumor growth by 

serving as an IL-2 cytokine sink to deplete 

the growth factor necessary for effector T 

cell–mediated antitumor activity, and by 

directly disarming effector T cells. 

Much of the existing efforts to engineer 

improved cytokines have focused on IL-2 

because of its long history as a cancer thera-

peutic target. A more-conventional chemical 

strategy is to attach IL-2 to moieties such as 

polyethylene glycol (PEG) to extend its serum 

half-life. PEGylating IL-2 creates an IL-2 pro-

drug that mitigates rapid systemic activation 

upon administration by hindering receptor 

binding. Once the PEG is slowly released from 

the prodrug, the active free IL-2 becomes bio-

available over time (2). This modified IL-2 

showed significantly longer serum half-life 

and was well tolerated in recent phase 1 tri-

als in patients with advanced solid tumors 

(NCT02983045). Similarly, a PEGylated form 

of IFN-a showed longer half-life, and was 

approved by the FDA for the treatment of 

melanoma. Nonetheless, current evidence 

suggests that these approaches do not suffi-

ciently address the major challenges of sys-

temic toxicity and pleiotropic action. 

Creating the next generation of cytokine-

based therapies that address pleiotropic 

toxicity will require far greater control over 

cytokine function. Advances in protein and 

cell engineering are emerging that provide 

multiple new levels at which to program the 

time and space of cytokine-driven immune 

responses (see the figure). Protein engineer-

ing and screening have allowed investigators 

to more rationally engineer synthetic cyto-

kines with selective bias toward a desired 

function. Pioneering studies using phage 

display screens created a human growth hor-

mone (hGH) mutant that bound ~400 fold 

more tightly to its receptor than the wild-

type form (3). Following this example, most 

cytokine engineering strategies use a combi-

nation of directed mutagenesis and library-

based screens. For instance, an IL-2 mutant 

(BAY 50-4798) with reduced affinity for IL-2 

receptor-b (IL-2Rb) showed preferential acti-

vation for T cells over natural killer (NK) cells 

(which can cause toxicity) 3000-fold higher 

than the wild-type IL-2 (4). Even though 

this mutant was shown to be less toxic when 

tested in preclinical models, phase 1 trials in 

patients with metastatic melanoma or renal 

cancer failed to show significant benefit or 

reduction in side effects over IL-2 (5), likely 

because multiple IL-2–responsive popula-

tions can contribute to toxicity. 

In a different approach, a superagonist 

form of IL-2, called “Super2,” was engineered 

to have increased binding affinity for IL-2Rb, 

rationalizing that it would preferentially 

trigger naïve T cells that are otherwise insen-

sitive to IL-2 owing to their low expression 

of IL-2Ra (which stabilizes IL-2 interaction 

with IL-2Rb). Indeed, Super2 showed supe-

rior expansion of cytotoxic T cells relative 

to regulatory T cells than did IL-2 and also 

reduced pulmonary toxicity in preclinical 

tumor models (6). Building on this work, 

an entirely new cytokine termed “neo-2/15” 

was designed in silico that signals through 

the shared chains of IL-2 and IL-15 receptors 

(the heterodimer of IL-2Rb and IL-2Rgc) but 

has no binding sites for their respective pri-

vate chains (IL-2Ra and IL-15Ra). Bypassing 

the private receptors allows neo-2/15 to pref-

erentially signal to antitumor lymphocytes. 

In preclinical tumor models, neo-2/15 shows 

superior therapeutic activity to IL-2 and re-

duced toxicity (7). Recent efforts in cytokine 

engineering have also resulted in a “decoy-
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resistant” IL-18 (DR-18), which maintains na-

tive IL-18 signaling but is impervious to in-

hibition by IL-18 binding peptide (IL-18BP), 

an endogenous secreted antagonist for wild-

type IL-18 (8). Unlike IL-18, DR-18 showed 

effective antitumor effects in mice resistant 

to immune-checkpoint therapies. Clinical 

examples of designer cytokines include 

Pitrakinra, an engineered IL-4 variant that 

acts as an antagonist. In completed phase 2 

trials, Pitrakinra showed some benefits for 

treating IL–4-associated asthma, with fewer 

adverse events (9). 

A more radical emerging approach to lim-

iting detrimental cytokine ac-

tion is to engineer orthogonal 

cytokine-receptor pairs. This 

approach entails changing 

both the cytokine molecule 

and the way a target cell rec-

ognizes the engineered cyto-

kine—an approach that fits 

well with engineered immune 

cell therapies [such as adoptive 

transfer of chimeric antigen 

receptor (CAR) T cells], which 

already involves a commitment 

to engineering a target effector 

immune cell. For example, to 

precisely target IL-2 functions 

to specific target T cells, an 

orthogonal IL-2/IL-2R pair (or-

tho2 and ortho2R, respectively) 

was developed (10). Ortho2 is a 

mutant IL-2 that can no longer 

bind to the native IL-2R; similarly, ortho2R 

is a mutant IL-2R that does not recognize 

the native IL-2. The ortho2/2R pair are engi-

neered to only interact with each other. Thus, 

ortho2 stimulates only the complementary 

T cells that have been engineered to express 

ortho2R. Although engineering perfect or-

thogonal pairs with wild-type like potency 

remains a challenge, this pioneering work 

shows the power of the approach. In mouse 

models, ortho2 cytokine-receptor pairs show 

a high degree of specificity and orthogonal-

ity in vivo, suggesting that ortho2 may be a 

powerful tool to precisely control the prolif-

eration of engineered cells while remaining 

inert to  the endogenous immune system. 

This concept can be broadly applied to other 

cytokines and could be used to control CAR T 

cells or any other engineered therapeutic cell. 

Moving beyond cytokines that already 

exist in nature, non-natural cytokines, or 

“synthekines,” have also been described (11). 

These synthekines do not bind to natural cy-

tokine receptor pairings, but instead assem-

ble non-natural receptor heterodimers that 

lead to previously undescribed responses. 

Together, these important advances dem-

onstrate the possibility of going beyond the 

proteins that our genomes naturally encode 

and open exciting therapeutic opportunities.

An even higher level of emerging engineer-

ing involves the creation of new multicellu-

lar cytokine systems and circuits. The highly 

localized action of cytokines originates from 

the ability of specific cells to read local sig-

nals that control both the production and 

consumption of cytokines—in essence, the 

immune system sculpts spatial gradients and 

niches using source and sink cells (in addi-

tion to effector cells that read the gradients) 

(12). With our mechanistic understanding of 

cellular biology and cell-cell communication , 

it may now be possible to rationally sculpt 

cytokine gradients, using cells that are syn-

thetically engineered to act as sources and 

sinks. Engineering such gradients will likely 

require dynamic and discrete combinations 

of agonists and antagonists in the forms of 

cytokines, inhibitors, and cytokine receptors. 

An early approach to engineering “source 

cells” has been to design CAR T cells to ex-

press proinflammatory cytokines (e.g., IL-

12), either constitutively or under a CAR-

controlled promoter (13). Engineering of 

cytokine consuming “sink” cells can also be 

a complementary powerful tool for sculpting 

cytokine milieus. A recent example of this 

nascent concept is engineered T cells con-

stitutively expressing a nonsignaling mem-

brane-bound IL-6R to effectively deplete 

IL-6 and thus reduce IL-6–mediated toxic-

ity in mice (14). More controlled approaches 

are emerging in which modular sensing 

receptors, such as synNotch receptors (15), 

can be used to induce cytokine secretion or 

consumption in response to local disease or 

tissue antigen signals, yielding the potential 

of highly localized and programmable sink 

or source cells. Such engineered cellular 

delivery systems may offer one of the best 

ways to autonomously target and modulate 

local disease environments (including me-

tastases) to drive antitumor responses and 

to remodel immunosuppressive responses, 

especially when combined with engineered 

autocrine or paracrine signaling that can lo-

cally amplify activity through positive feed-

back. Conversely, similar approaches could 

be used to create locally suppressed micro-

environments in the case of autoimmunity. 

These concepts are still at an early stage, 

and much experimental and theoretical 

validation are needed before they can reach 

the clinic. As a therapy, it is also important 

to critically evaluate the timing of interven-

tion during disease progression. Ultimately, 

these multicellular cytokine 

control circuits may allow 

modulation of the expansion 

and death of engineered and 

host cells, and tuning the am-

plitude and duration of cyto-

kines in a precisely targeted 

local environment. The future 

for engineered cytokines and 

cellular circuits is promising 

given that they could have 

many advantages compared to 

current cytokine therapies, in-

cluding higher specificity, local 

and tissue-specific actions, and 

reduced off-target effects. It is 

expected that these strategies 

will be broadly impactful in 

treating other diseases involv-

ing inflammatory imbalances, 

such as autoimmunity, fibrosis, 

and tissue or wound regeneration. As more 

attempts are made to sculpt local cytokine 

microenvironments, deeper understanding 

of the language and grammar of cytokine-

based communication will be gained. j
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DEVELOPMENT

Staying connected under tension
A tyrosine kinase connects tension with strength of junctions between three adjacent cells

By S rikala Raghavan1 and Valeri Vasioukhin2

T
he primary function of cells in all 

epithelial tissues is to form a physical 

barrier separating different compart-

ments. Cell-cell adhesion structures 

seal neighboring membranes to form 

a barrier. Depending on the number 

of cells that are clumped together, these are 

called bicellular or tricellular junctions (1). 

During development and normal tissue ho-

meostasis, cells in epithelia move and change 

their respective positions without complete 

loss of membrane connections and disrup-

tion of junctions. The mechanisms respon-

sible for this junctional remodeling are not 

well understood. On page 1060 of this issue, 

Yu and Zallen (2) identify a signaling pathway 

that connects changes in mechanical forces 

at tricellular junctions with biochemical sig-

nals that either reinforce or weaken these 

adhesion structures. These results provide a 

molecular basis for understanding how cells 

sense and react to the mechanical changes in 

their environment.   

Yu and Zallen studied early embryonic 

development in vivo using the fruit fly 

Drosophila melanogaster. During a process 

called convergent extension, cells in the 

surface epithelial sheet migrate and change 

their respective positions in a highly orga-

nized manner and without disrupting the 

tissue architecture (3). Epithelial cells are 

held together by adherens junctions that 

are connected through transmembrane 

cadherins, proteins that also link to the ac-

tomyosin cytoskeleton. Adherens junctions 

are used by cells to sense mechanical sig-

nals from their neighbors (4, 5).

Cells use various mechanisms for mecha-

notransduction, to convert mechanical 

stimuli into biochemical signals. The mecha-

nisms underpinning mechanotransduction 

at bicellular junctions in cultured cells have 

been identified. However, less is known about 

how these signals govern collective cell re-

arrangements in vivo and whether distinct 

mechanisms are involved at tricellular junc-

tions (5). Tricellular adherens junctions are 

special: They need to withstand tremendous 

forces, and besides cadherins, they also con-

tain the cell-cell adhesion protein Sidekick 

(6). In addition, actin-binding proteins Canoe 

and Polychaetoid are enriched at tricellular 

junctions. They interact with each other and 

act in parallel in junctional remodeling and 

maintenance of epithelial integrity during 

morphogenesis (7). Sidekick physically in-

teracts with Polychaetoid and is necessary to 

organize Polychaetoid and Canoe at tricellu-

lar junctions and link these structur   es to the 

actin cytoskeleton (8). Canoe membrane lo-

calization is also regulated by the small gua-

nosine triphosphatase (GTPase) Rap1 and its 

effector protein Dizzy (9). 

Tricellular junctions nucleate actomyo-

sin fibers, which help to limit elongation of 

larger cells and regulate the Hippo signaling 

pathway to favor the divisions of larger cells 

to control the final number and size of cells 

within a tissue (10). The mechanisms con-

necting mechanical forces with biochemical 

pathways that regulate tricellular junction as-

sembly and function were not known. Yu and 

Zallen found that an increase in mechanical 

tension at the tricellular junction results in 

the Abelson tyrosine kinase (Abl)–mediated 

phosphorylation of Canoe, which directs it to 

tricellular junctions to promote connection 

to the actin cytoskeleton, thus increasing its 

mechanical strength during convergent ex-

tension movement (3). 

Abl was first discovered as a primary driver 

of leukemia and later was implicated in regu-

lation of diverse cellular functions involving 

cytoskeletal changes, cellular motility, polar-

ity, and adhesion (11). Imatinib, a prototypical 

example of targeted cancer therapy, inhibits 

abnormally activated ABL in the BRC-ABL 

fusion protein that causes chronic myeloid 

leukemia. Additionally, Abl was previously 

identified as a kinase that phosphorylates the 

cell adhesion protein b-catenin and directs 

bicellular junction remodeling during D. me-

lanogaster convergent extension (12).  

If Abl-mediated phosphorylation of Canoe 

is necessary for its function, what regulates 

this phosphorylation? This is the most ex-

citing discovery of the study. Yu and Zallen 

found that Canoe phosphorylation and 

its localization at tricellular junctions are 

mechanosensitive. The dynamic and tension-

regulated localization of Canoe to tricellular 

junctions was necessary for their remodeling 

and proper cellular movements during con-

vergent extension. 

Yu and Zallen observed that Canoe recruit-

ment was strongly correlated with bursts 

of myosin accumulation at tricellular junc-

tions and that its localization was uncoupled 

from myosin in the absence of Abl activity. 

This finding prompted the authors to ask if 

the localization of Canoe was regulated by 

force and if this was part of a force-regulated 

mechanism that strengthens adhesion at tri-

cellular junctions under tension. They found 

that Canoe localization at tricellular junc-

tions requires mechanical forces generated 

by actomyosin contractility (see the figure). 

Moreover, constitutive and mechanically un-

coupled localization of Canoe to tricellular 

junctions resulted in their overstabilization 

and delayed or reduced cell rearrangements. 

Therefore, mechanosensitive coupling of 

1Institute for Stem Cell Science and Regenerative Medicine, 
GKVK Campus, Bellary Road, Bangalore 560065, India. 
2Division of Human Biology, Fred Hutchinson 
Cancer Research Center, Seattle, WA 98109, USA. 
Email: srikala@instem.res.in; vvasiouk@fredhutch.org

Increase in mechanical tension at the 

tricellular junction

Force

Canoe Abl tyrosine kinase

F-actin

Phosphotyrosine

Epithelial

cells

Tricellular 
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Regulating junction strength
The strengths of tricellular junctions are dynamically 

regulated in response to changes in mechanical 

tension during Drosophila melanogaster

morphogenesis. Increased tension results in 

Abelson tyrosine kinase (Abl)–mediated 

phosphorylation of Canoe, which then accumulates 

at tricellular junctions and reinforces them by 

promoting connection with the actin cytoskeleton.
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Canoe localization to tricellular junctions 

was necessary for proper junction remodel-

ing during morphogenesis. The loss of this 

localization caused disruption of tricellular 

junctions, whereas constitutive localization 

resulted in tricellular junction overstabiliza-

tion and prevented normal morphogenesis. 

Substantial knowledge has been accu-

mulated concerning the mechanotransduc-

tion mechanisms at bicellular junctions (5). 

a-Catenin and vinculin, two actin-binding

proteins that link junctional cadherins

with the cytoskeleton, play a central role in

this process. Increased actomyosin tension

stretches a-catenin, which in turn increases

the strength of its F-actin binding domain

and, in addition, opens up the binding site

for vinculin, which then accumulates at the

junctions and reinforces their connection

to the actin cytoskeleton (13, 14). Vinculin

can also be phosphorylated by Abl at Tyr822,

and this stabilizes its active open confor-

mation, promotes association with F-actin,

and strengthens cell-cell junctions (15). The

connections between cytoskeletal tension,

Abl-mediated Canoe phosphorylation, and

its targeting to tricellular junctions found

by Yu and Zallen provide important insights

about the distinct mechanisms governing

mechanotransduction.

As with all exciting discoveries, the study 

of Yu and Zallen raises new questions. What 

is the primary tension-dependent mechano-

sensor at tricellular junctions? How exactly 

is phosphorylated Canoe targeted to tricel-

lular junctions? It is also unknown if addi-

tional scaffolding or signaling molecules are 

recruited to tricellular junctions in a tension-

dependent manner. The availability of pow-

erful in vivo model systems and tools will 

help to answer these questions and uncover 

additional mechanisms connecting mechani-

cal forces to changes in cellular functions en-

abling adaptive control of morphogenesis. j 
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CLIMATE CHANGE

Tree rings circle an abrupt 
shift in climate 
A recent drier-hotter climate s tands out in the context 
of past climate variability

By Qi-Bin Zhang1,2 and Ouya Fang2

  A
n abrupt and substantial change in a 

climate system from one steady state 

to another—called a climate regime 

shift—has a considerable impact on 

ecosystems and society because of 

the abbreviated time period for ad-

aptation (1, 2). Recognizing the occurrence 

of regime shifts in climate is crucial for the 

timely development of effective policy re-

sponses to cope with the change. On page 

1095 of this issue, Zhang et al. (3) reveal a 

recent regime shift to a drier and hotter cli-

mate throughout inner East Asia. The shift 

was detected with tree ring–based recon-

structions of heat waves and soil moisture 

over the past 260 years.  

Scientists have found it difficult to ac-

curately identify a threshold over which 

the climate will irreversibly step into a 

new regime. The threshold can only be 

determined by understanding the natural 

range of climate variability over a time 

scale that is much longer than the new re-

gime. Yet, long climate records are rarely 

directly available for a specific region of 

concern. In addition, onset of the regime 

shift is usually caused by various complex 

factors that interact in  poorly understood 

ways. This lessens a scientist’s ability to 

judge whether a change in climate is in-

deed a regime shift or merely an extreme 

climate event that will return to a normal 

state afterward. 
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A cross section cut reveals climate-

sensitive tree rings in a Scots 

pine (Pinus sylvestris L.), one of 

the species used for soil-moisture 

reconstruction in inner East Asia. 
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Tree rings have long been recognized as 

a useful proxy for past climate variations 

because of their special characteristics, 

such as precise dating, annual resolution, 

long time series, and climate sensitivity 

(4). The International Tree-Ring Data Bank 

(ITRDB) archives a wealth of tree-ring rec-

ords contributed by scientists around the 

world. However, the use of these data for 

reconstruction of a specific climate variable 

over a large geographical region is not a 

straightforward procedure. Because a vari-

ety of environmental characteristics (such as 

macroclimate, local habitats, environmental 

disturbances, and tree physiology) influence 

tree growth, the signals from the macrocli-

mate must be extracted while removing the 

nonclimate noise embedded in the rings. 

The nonclimate noises from local habitats 

and disturbances are usually random in na-

ture; thus, these noises can be canceled out 

by averaging tree-ring series from a large 

number of trees. Sustained growth reduction 

in trees at a sampling site should be inter-

preted carefully, because it might be the re-

sult of either prolonged adverse climate or 

damage of tree health after site disturbances 

or climate extremes (5). Also, trees do not 

merely respond passively to adverse climate 

but develop ecophysiological resilience to 

resist and recover from the influence; this 

makes the macroclimate signals more diffi-

cult to extract (6). In addition, sites where 

tree growth is not strongly sensitive to mac-

roclimate should be excluded from regional 

climate reconstruction. 

 Zhang et al. compiled ITRDB tree-ring 

width data from 76 sites throughout inner 

East Asia and screened them for signals of 

two climate variables: summer heat-wave 

frequency and soil moisture content. They 

evaluated the linear relationships between 

 series of tree-ring widths and observed cli-

mate records at interannual (2 to 4 years) 

and above-interannual (more than 4 years) 

time scales for each site. The authors se-

lected two groups of tree-ring width data, 

each independently composed of 10 cli-

mate-sensitive sites, for reconstructing the 

history of the two climate variables. In the 

multicentury context of the reconstruction, 

the authors observed an unusual “drier-hot-

ter” climate that emerged in the 1990s and 

continues to the present day. This finding 

opened a window through which one could 

tackle the physical mechanisms that trigger 

the onset of a climate regime shift.

Most studies on climate regime shifts 

have concentrated primarily on one climate 

variable at a time, to detect when and how 

it persistently exceeds the threshold (also 

called “tipping point”) of its natural vari-

ability. Real-world climate systems involve 

many variables whose complex interactions 

could either cause negative feedbacks that 

reduce the probability that any single vari-

able crosses its tipping point or cause posi-

tive feedbacks that increase the probability 

that multiple variables cross their tipping 

points (7). A challenge for scientists is to dis-

cover what circumstances cause the interac-

tion of climate variables to generate negative 

or positive feedbacks. By investigating the 

characteristics of land-atmosphere interac-

tions over inner East Asia, Zhang et al. dem-

onstrated that the coupling of summer heat 

waves and droughts has been intensified by 

positive feedback loops since the late 20th 

century. This positive feedback was fueled by 

an enhanced soil-moisture deficit that might 

have nudged the climate over a tipping point.

Much remains to be discovered before 

scientists can fully understand the occur-

rence and mechanisms of climate regime 

shifts. Despite the concurrence of extreme 

droughts and heat waves reported in the lit-

erature (8–10), it remains unknown whether 

these phenomena resulted from a regime 

shift associated with global warming. In ad-

dition, the nature of the land-atmosphere 

interactions differs among geographical re-

gions . For example, in addition to the shift 

to a drier-hotter climate in inner East Asia 

described by Zhang et al., other researchers 

have reported a hotter-wetter climate in the 

Tibetan Plateau (11). 

Given that climate systems involve feed-

back among multiple variables, it is crucial 

to be able to predict when each variable will 

exceed its tipping point and when changes 

in these variables will lead to a domino ef-

fect, which has more  severe deleterious 

consequences for ecosystems and society 

than do individual variable changes  (12, 13). 

Development of trustworthy long-term cli-

mate records is a critical prerequisite for ac-

curate detection of temporal changes in the 

interactions of climate variables, for discov-

ering past climate regime shifts, and for pre-

dicting thresholds of potential future shifts. j
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GENOMICS

Sequencing 
perturbed 
cortex 
development

By B arbara Treutlein1 and J. Gray Camp2

T
issues are complex and contain a di-

verse compendium of cell types and 

states. Genetic disruptions can affect 

any one or all of these cells and, in 

doing so, sometimes give rise to dis-

ease. There are thousands of genes 

associated with human disease, and study-

ing the effects of genetic disruption across 

all cell types within mammalian tissues re-

mains difficult. Perturbations with single-

cell sequencing readouts have promised 

extraordinary insight through increased 

throughput and enhanced resolution. On 

page 1057 of this issue, Jin et al. (1) com-

bine in vivo genetic disruptions of genes 

associated with the risk of developing au-

tism spectrum disorder (ASD) or neuro-

developmental delay (ND) with single-cell 

transcriptome sequencing to explore ef-

fects across diverse cells in the developing 

mouse cortex. 

Over the past decades, cleverly designed 

in vivo genetic screens have provided in-

sight into the mechanisms that underpin 

organism development (2). Enormous ef-

fort has been applied to increase through-

put and enhance readouts of genetic screen 

technologies. Still, most screen designs do 

not provide insight into phenotype and 

mechanism in the same experiment, and 

certainly not across all cell types in a tis-

sue. The combination of single-cell RNA-

sequencing and CRISPR-Cas technologies 

(3–5) has provided researchers with tools 

to generate information-rich descriptions 

of cells (such as the transcriptome) and 

at the same time introduce and assess the 
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Single-cell genomics show 
promise for understanding 
neurodevelopmental 
disorders 
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effects of a genetic perturbation. Because 

each cell is sequenced independently, a 

mosaic tissue with diverse genetic ma-

nipulations can be created and the effect 

of many genes assessed in one experiment 

across all cell types and states. This is the 

advantage of the experimental design in 

Jin et al.

There are dozens of genes associated with 

ASD, and some of these genes are expressed 

in specific cell types, whereas 

others are broadly expressed in 

glial and neuronal cells. Through 

sparse infection of the develop-

ing cortex of mice constitutively 

expressing Cas9 (6) with lentivi-

ral particles encoding guide RNAs 

(gRNAs) targeting these genes, Jin 

et al. used the Perturb-Seq method 

(4) to, in principle, rapidly assess

all ASD-associated genes in one ex-

periment using a single-cell RNA-

sequencing readout (see the fig-

ure). Jin et al. find that recurrent

gene regulatory modules may be

perturbed by different gene muta-

tions and also implicate additional

cell types not previously linked to

ASD or ND pathology.

However, the reality of single-

cell perturbation screens is that 

the data are sparse, the effects 

are correlative, and interpreta-

tions can be hazy. With current 

technologies, the mutations intro-

duced in the analyzed cells are not 

read out directly but are linked to 

the detection of the gRNAs or, in the case 

of Perturb-Seq, the detection of a bar-

code linked to the gRNA. The efficiency of 

CRISPR-mediated “gene deletions” can be 

estimated on the basis of quantifying the 

proportion of frameshifts on a per-guide 

basis; however, this does not currently 

scale well. For example, Jin et al. evalu-

ated perturbations of 35 genes and provide 

frameshift efficiencies in the mouse cor-

tex for two genes. Therefore, even though 

gene ablation efficiency is likely high, it is 

not measured for all gRNAs. It is possible 

that a gene deletion with no effect is not 

effectively mutated, and hence, important 

genes may not be identified in the screen.

The authors show that out of the 35 ASD- 

and ND-associated genes, 11 have a detect-

able effect. The data highlight the com-

plexity of ASD and ND pathologies because 

both glial and neuronal cells showed per-

turbed expression networks. For example, 

perturbation of chromodomain helicase 

DNA-binding protein 8 (Chd8) affected ex-

pression modules in glial cells, including 

oligodendrocytes and astrocytes. Chd8 is 

highly expressed in excitatory neurons in 

the mouse cortex, and previous work sug-

gested that haploinsufficiency affects neu-

ronal network development in the cortex 

(7, 8) and striatum (9). However, there was 

no significant effect of Chd8 perturbations 

on excitatory neurons. Thus, complex neu-

ronal and glial interactions could lead to 

the diverse and variable pathologies asso-

ciated with ASD and ND, and there could 

be specific effects within each brain region.

This study was a success because more 

is now known about the cell types affected 

by certain ASD risk–associated genes. 

However, it is still unclear whether at least 

24 of the genes were deleted and have no 

effect. With Perturb-Seq, negatives are 

difficult to clearly interpret. Additionally, 

in contrast to classical in vivo genetic 

screens, the phenotypic effect of gene de-

letion is not obvious. Single-cell genomic 

perturbation measurements require layers 

of filtering, computational analyses, and 

statistical tests to assess the phenotypic 

effect. A simple differential expression 

analysis between gene-deleted and normal 

cells could not be performed because of the 

small number of cells for any given pertur-

bation per cell type. The perturbation ef-

fect size was instead calculated on corre-

lated expression modules across cell types 

compared with cells receiving control vec-

tors. Data sparseness, technical variation 

between batches, uncertainty of genetic 

ablation status, and low cell numbers for 

certain cell types make it difficult to prop-

erly assess perturbation-associated pheno-

types by using single-cell RNA-sequencing 

data. The authors validated certain key as-

sociations by using follow-up experiments 

in mice with single gene deletions, as well 

as with human brain tissues from patients 

with ASD. The data point to a small set of 

genes that are consistently dysregulated in 

humans and mice with ASD or ND. 

Emerging approaches that use mas-

sively parallel cell barcoding (called split 

and pool barcoding) (10), compressed 

sensing through measuring por-

tions of the transcriptome (11), 

or image-based in situ sequenc-

ing (12) could enhance screen 

scalability with single-cell resolu-

tion. However, it is not yet clear 

whether these emerging technolo-

gies will yield practical solutions 

for complex tissues while pro-

viding high-information content 

phenotypes. Furthermore, many 

disease-associated mutations are 

not loss of function, but the ap-

proach used by Jin et al. aims to 

introduce mutations that cause 

gene ablation. Precise CRISPR 

editors could be an approach for 

more nuanced dissection of dis-

ease-associated mutations. 

The need to understand and 

to develop therapies for ASD and 

all other human diseases is ur-

gent. Scientists are equipped with 

unprecedented tools. However, 

each scientist must decide how 

to spend valuable time and re-

sources. Perhaps more pooled 

single-cell genomic perturbation screens 

in mice and human organoids should be 

the focus, or maybe disease-associated mu-

tations should be introduced into models 

one by one for deep explorations of the 

phenotypic effect—or possibly both. Or 

perhaps that decision should be postponed 

until new technologies are developed. 

Progress often poses as many decisions as 

it provides answers. j
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T
he efficacy of a market system is 

rooted in competition. In striving to 

attract customers, firms are led to 

charge lower prices and deliver better 

products and services. Nothing more 

fundamentally undermines this pro-

cess than collusion, when firms agree 

not to compete with one another and 

consequently consumers are harmed 

by higher prices. Collusion is gener-

ally condemned by economists and 

policy-makers and is unlawful in al-

most all countries. But the increasing 

delegation of price-setting to algo-

rithms (1) has the potential for open-

ing a back door through which firms 

could collude lawfully (2). Such algo-

rithmic collusion can occur when ar-

tificial intelligence (AI) algorithms learn to 

adopt collusive pricing rules without human 

intervention, oversight, or even knowledge. 

This possibility poses a challenge for policy. 

To meet this challenge, we propose a direc-

tion for policy change and call for computer 

scientists, economists, and legal scholars to 

act in concert to operationalize the pro-

posed change. 

HUMAN COLLUSION 

Collusion among humans typically involves 

three stages (see the table). First,  firms’ em-

ployees with price-setting authority com-

municate with the intent of agreeing on a 

collusive rule of conduct. This rule encom-

passes a higher price and an arrangement to 

incentivize firms to comply with that higher 

price rather than undercut it in order to 

pick up more market share. For example, 

in 1995 the CEOs of Christie’s and Sotheby’s 

hatched their plans in a limo at Kennedy 

International Airport, and in 1994  the U.S. 

Federal Bureau of Investigation secretly 

taped the lysine cartel as they conspired in 

a Maui hotel room. At those meetings, they 

spoke about charging higher prices and 

how to enforce them. Second, successful 

communication results in the mutual adop-

tion of a collusive rule of conduct, which 

commonly takes the form of a collusive 

pricing rule. A crucial component of this 

pricing rule is retaliatory pricing: Each firm 

raises its price and maintains that higher 

price under the threat of a “punishment,” 

such as a temporary price war, should it 

cheat and deviate from the higher price (3). 

It is this threat that sustains higher prices 

than would arise under competition. Third, 

firms set the higher prices that are the con-

sequence of having adopted those collusive 

pricing rules. 

To determine whether firms are collud-

ing, one could look for evidence at any of 

the three stages. However, evidence related 

to the last two stages—pricing rules and 

higher prices—is generally regarded as in-

sufficient to achieve the requisite level of 

confidence in the judicial realm. Economists 

know how to calculate competitive prices 

given demand, costs, and other relevant 

market conditions. But many of these fac-

tors are difficult to observe and, when ob-

servable, are challenging to measure with 

precision. Consequently, courts do not use 

the competitive price level as a benchmark 

to identify collusion. Likewise, it is difficult 

to assess whether the firms’ rules of con-

duct are collusive because such rules are la-

tent, residing in employees’ heads. In prac-

tice, we may never observe the retaliatory 

lower prices from a firm that cheated, even 

though that response is there in the minds 

of the employees and it is the anticipation of 

such a response that sustains higher prices. 

In other words, we might lack the events 

that produce the data that could identify 

the collusive pricing rules. Furthermore, 

even if one could observe what looks like 

a price war, it would be difficult to rule out 

innocent explanations (such as a decrease 

in the firms’ costs or a fall in demand).

Given the latency of collusive pricing 

rules and the difficulty of determining 

whether prices are collusive or competitive, 

antitrust law and its enforcement have fo-

cused on the first stage: communications. 

Firms are found to be in violation of the law 

when communications (perhaps supple-

mented by other evidence) are sufficient 

to establish that firms have a  “meeting of 

minds,” a “concurrence of wills,” or 

a “conscious commitment” that they 

will not compete (4). In the United 

States, more specifically, there must 

be evidence that one firm invited a 

competitor to collude and that the 

competitor accepted that invita-

tion. The risk of false positives (i.e., 

wrongly finding firms guilty of col-

lusion) has led courts to avoid bas-

ing their judgments on evidence of 

collusive pricing rules or collusive 

prices and instead to rely on evidence of 

communications.

ALGORITHMIC COLLUSION 

Although the use of pricing algorithms has a 

long history—airline companies, for instance, 

have been using revenue management soft-

ware for decades—concerns regarding algo-

rithmic collusion have only recently arisen 

for two reasons. First, pricing algorithms 

had once been based on pricing rules set by 

programmers but now often rely on AI sys-

tems that learn autonomously through active 

experimentation. After the programmer has 

set a goal, such as profit maximization, algo-

rithms are capable of autonomously learning 

rules of conduct that achieve the goal, pos-

sibly with no human intervention. The en-

hanced sophistication of learning algorithms 

makes it more likely that AI systems will 

discover profit-enhancing collusive pricing 

rules, just as they have succeeded in discov-

ering winning strategies in complex board 

games such as chess and Go (5). 

Second, a feature of online markets is 

that competitors’ prices are available to a 

firm in real time. Such information is es-
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sential to the operation of collusive pricing 

rules. In order for firms to settle on some 

common higher price, firms’ prices must 

be observed frequently enough because 

sustaining those higher prices requires the 

prospect of punishing a firm that deviates 

from the collusive agreement. The more 

quickly the punishment is meted out, the 

less temptation to cheat. Thus, the emer-

gence and persistence of higher prices 

through collusion is facilitated by rapid 

detection of competitors’ prices, which 

is now often possible in online markets. 

For example, the prices of products listed 

on Amazon may change several times per 

day but can be monitored with practically 

no delay. 

In light of these developments, concerns 

 regarding the possibility of algorithmic col-

lusion have been raised by government au-

thorities, including the U.S. Federal Trade 

Commission (FTC) (6) and the European 

Commission (7). These concerns are justi-

fied, as enough evidence has accumulated 

that autonomous algorithmic collusion is a 

real risk.

 The evidence is both experimental and 

empirical. On the experimental side, recent 

research has found the spontaneous emer-

gence of collusion in computer-simulated 

markets. In these studies, commonly used 

reinforcement-learning algorithms learned 

to initiate and sustain collusion in the con-

text of well-accepted economic models of 

an industry (8, 9) (see the figure). Collusion 

arose with no human intervention other 

than instructing the AI-enabled learning al-

gorithm to maximize profit (i.e., algorithms 

were not programmed to collude). Although 

the extent to which prices were higher in 

such virtual markets varied, prices were 

almost always substantially above the com-

petitive level. 

On the empirical side, a recent study 

(10) has provided possible evidence of al-

gorithmic collusion in Germany’s retail

gasoline markets. The delegation of pric-

ing to algorithms was found to be associ-

ated with a substantial 20 to 30% increase

in the markup of stations’ prices over cost.

Although the evidence is indirect—because

the authors of the study could not directly

observe the timing of adoption of the pric-

ing algorithms and thus had to infer it from

other data—their findings are consistent

with the results of computer-simulated

market experiments.

A NEW POLICY APPROACH

Algorithmic collusion is as bad as human 

collusion. Consumers are harmed by the 

higher prices, irrespective of how firms 

arrive at charging these prices. However, 

should algorithmic collusion emerge in a 

market and be discovered, society lacks an 

effective defense to stop it. This is because 

algorithmic collusion does not involve the 

communications that have been the route 

to proving unlawful collusion (as distin-

guished from instances in which firms’ 

employees might communicate and then 

collude with the assistance of algorithms, 

as in a recent case involving poster sellers 

on Amazon Marketplace). And even if alter-

native evidentiary approaches were to arise, 

there is no liability unless courts are pre-

pared to conclude that AI has a “mind” or a 

“will” or is “conscious,” for otherwise there 

can be no “meeting of minds” with algorith-

mic collusion. 

As a result, if algorithmic collusion oc-

curs and is discovered by the authori-

ties, currently it cannot be considered a 

violation of antitrust or competition law. 

Society would then have no recourse and 

consumers would be forced to continue 

to suffer the harm from algorithmic collu-

sion’s higher prices.

There is an alternative path, which is to 

target the collusive pricing rules learned by 

the algorithms that result in higher prices 

(11). These latent rules of conduct may be 

uncovered when they have been adopted by 

algorithms. Whereas a court cannot get in-

side the head of an employee to determine 

why prices are what they are, firms’ pricing 

algorithms can be audited and tested in 

controlled environments. One can then sim-

ulate all sorts of possible deviations from 

existing prices and observe the algorithms’ 

reaction in the absence of any confounding 

factor. In principle, the latent pricing rules 

can thus be identified precisely.

This approach was successfully used by 

researchers in (8) to verify that the pricing 

algorithms have indeed learned the collu-

sive property of reward (keeping prices high 

unless a price cut occurs) and punishment 

(through retaliatory price wars should a price 

cut occur). To show this, the researchers mo-

mentarily overrode the pricing algorithm of 

one firm, forcing it to set a lower price. As 

soon as the algorithms regained control of 

the pricing, they engaged in a temporary 

price war, where lower prices were charged 

but then gradually returned to the collusive 

level. Having learned that undercutting the 

other firm’s price brings forth a price war 
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Collusive pricing rules uncovered 
After the two algorithms have found their way to collusive prices (“learning phase,” left side), an attempt 

 to cheat so as to gain market share is simulated by exogenously forcing Firm 1’s algorithm to cut its price 

(“punishment phase,” right side). From the “shock” period onward, the algorithm regains control of the pricing. 

Firm 1’s deviation is punished by the other algorithm, so firms enter into a price war that lasts for several 

periods and then gradually ends as the algorithms return to pricing at a collusive level. For better graphical 

representation, the time scales on the right and left sides of the figure are different. 
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(with the associated lower profits), the algo-

rithms evolved to maintain high prices (see 

the figure). 

It may seem paradoxical that collusion 

can be identified by the low retaliatory 

prices, which could be close to the com-

petitive level, rather than by the high prices 

that are the ultimate concern for policy. 

But there are two important differences be-

tween retaliatory price wars 

and healthy competition. 

First, in the absence of the 

low-price perturbation, the 

price war remains hypothet-

ical in that it is a threat that 

is not executed. Second, 

the price war shown in the 

figure is only temporary: 

Instead of permanently re-

verting to the competitive 

price level, the algorithms 

gradually return to the 

pre-shock prices. This is 

evidence that the price war is there to sup-

port high prices, not to produce low prices.

Focusing on the collusive pricing rules 

is the key to identifying, preventing, and 

prosecuting algorithmic collusion (see 

the table). Policy cannot target the higher 

prices directly, nor can it target communi-

cations as they may not be present (unlike 

with human collusion). But the retaliatory 

pricing rules may now be observable, as 

firms’ pricing algorithms can be audited 

and tested. We therefore propose that an-

titrust policy shift its focus from communi-

cations (with humans) to rules of conduct 

(with algorithms). 

 Making the proposed change operational 

involves a broad research program that re-

quires the combined efforts of economists, 

computer scientists, and legal scholars. One 

strand of this program is a three-step ex-

perimental procedure. The first step creates 

collusion in the lab for descriptively realistic 

models of markets. As the competitive price 

would be known by the experimenter, collu-

sion is identified by high prices. Having iden-

tified an episode of collusion, the second step 

is to perform a post hoc auditing exercise to 

uncover the properties of the collusive pric-

ing rules that produced those high prices. 

Some progress has been made on the 

identification of collusive rules of conduct 

adopted by algorithms, but much more 

work needs to be done. Economics pro-

vides several properties to watch out for. 

Of course, there is the retaliatory price 

war discussed above, which is what exist-

ing research has focused on (8, 9).  Another 

property is price matching, whereby firms’ 

prices move in sync: one firm changing 

its price and the other firm subsequently 

matching that change. Price matching has 

been documented for human collusion in 

various markets, but we do not yet know 

whether algorithms are capable of learn-

ing it. A third property is the asymmetry of 

price responses. When firms collude, they 

typically respond to a competitor’s price cut 

more strongly—as part of a punishment—

than to a price increase. No such asymme-

try is to be expected when firms compete. 

The aforementioned properties are 

based on economic theory and studies of 

human collusion. Learning algorithms 

may devise rules of conduct that neither 

economists nor managers have imagined 

( just as learning algorithms have done, for 

instance, in chess). To investigate this pos-

sibility, computer scientists might develop 

algorithms that explain their own behav-

ior, thereby making the collusive proper-

ties more apparent. One way of doing so is 

to add a second module to the reinforce-

ment-learning module that maximizes 

profits; this second module maps the state 

representation of the first one onto a ver-

bal explanation of its strategy (12).

Having uncovered collusive pricing rules, 

the third step is to experiment with con-

straining the learning algorithm to prevent 

it from evolving to collusion. Computer sci-

entists are particularly valuable here, given 

that they are involved in similar tasks such 

as trying to constrain algorithms so that, for 

instance, they do not exhibit racial and gen-

der bias (13). 

Once the capacities to audit pricing al-

gorithms for collusive properties and to 

constrain learning algorithms so that they 

do not adopt collusive pricing rules have 

been developed, legal scholars are called 

upon to use that knowledge for purposes 

of prosecution and prevention. One route 

is to make certain pricing algorithms un-

lawful, perhaps under Section 5 of the FTC 

Act, which prohibits unfair methods of 

competition. In the area of securities law, 

the 2017 case U.S. v. Michael Coscia made 

illegal the use of certain programmed trad-

ing rules and thus provides a legal prec-

edent for prohibiting algorithms. Another 

path is to make firms legally responsible 

for the pricing rules that their learning 

algorithms adopt (14). Firms may then be 

incentivized to prevent collusion by rou-

tinely monitoring the output of their learn-

ing algorithms.

These are some of the avenues that can 

be pursued for preventing and shutting 

down algorithmic collusion. There are sev-

eral obstacles down the road, including the 

difficulty of making a col-

lusive property test opera-

tional, the lack of transpar-

ency and interpretability 

of algorithms, and courts’ 

willingness and ability to 

incorporate technical mate-

rial of this nature. In addi-

tion, there is the challenge 

of addressing algorithmic 

collusion without giving up 

the efficiency gains from 

pricing algorithms such 

as the quicker response to 

changing market conditions. As authori-

ties prepare to take action (15), it is vital 

that computer scientists, economists, and 

legal scholars work together to protect 

consumers from the potential harm of 

higher prices.        j
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“Another  path is to make firms legally responsible 
for the pricing rules that their learning 

algorithms adopt.  Firms may then be incentivized 
to prevent collusion by routinely monitoring 

the output of their learning algorithms.”
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B
efore we were worried about fossil 

fuels and plastic pollution, nuclear 

waste stretched our minds to think 

about our place in geological time. 

When asked about the most chal-

lenging aspect of her work, one ex-

pert charged with finding a final resting 

place for this waste observed, 

“We have to build canisters that 

are supposed to last hundreds of 

thousands of years. Nothing has 

lasted so long, nothing.”

In Deep Time Reckoning, cul-

tural anthropologist Vincent 

Ialenti would have us look to such 

experts for inspiration. Rather 

than allowing ourselves to be 

overwhelmed by the magnitude of 

humanity’s effects on the planet, 

he proposes that we see nuclear 

waste storage as he does, as a case 

study for how to extend our intellects and ac-

quire habits associated with extremely long-

term thinking. “I am a techno-optimist,” he 

writes, “but just barely.”

Because of the myriad challenges of the 

ANTHROPOCENE 

By Jacob Darwin Hamblin

B O O K S  e t  a l .

Anthropocene, Ialenti tells us, deep time 

reckoning is no longer the province solely 

of geologists, evolutionary biologists, or 

astrophysicists. It is now our collective re-

sponsibility, and we need the tools to do it.

Ialenti spent time in Finland between 

2012 and 2014 observing employees of Po-

siva, a nuclear waste management firm. To 

obtain permission to operate a permanent 

storage facility in the Olkiluoto 

area, Posiva needed to demon-

strate that the nuclear waste 

would pose no threat to future 

generations. 

The project was depicted in a 

2010 Danish documentary, Into 

Eternity, which Ialenti thinks was 

too focused on existential dread. 

“My informants never quoted 

philosophical works on the sub-

lime or the uncanny,” he notes. 

Instead, they were mostly fo-

cused on engineering, regulation, 

financing, and systems modeling. Ialenti 

emerged from his fieldwork motivated to de-

velop “long-termist intellectual calisthenics” 

for a scientifically informed public. 

Posiva’s “safety case” experts—the indi-

viduals charged with assessing the project’s 

risks—often worked by analogy, he observes, 

analyzing the remains of a 2100-year-old hu-

man cadaver in China, for example, or an-

cient Roman nails found in Scotland, or a 

bronze ship’s cannon embedded in sea ice in 

order to predict the fate of radioactive waste 

canisters. A comparable activity in which we 

might engage would be to read books such 

as Alan Weisman’s The World Without Us

and then to go into outdoor places and imag-

ine their distant pasts and futures, suggests 

Ialenti. Inspired by scientists’ models of fu-

ture biospheres, he introduces readers to 

“deep time heuristics,” which might include 

doing research on climatological forecasts 

and comparing them to predictable patterns 

in everyday routines. 

One of Ialenti’s informants draws an anal-

ogy to Peru’s Nazca lines, whose creators 

could only imagine the impressive aerial 

view they were crafting. Ialenti wants us to 

become similarly adept at zooming in and 

out of different scales of time. “Multitime-

scale awareness training” might be offered 

at fossil fuel corporations, he suggests, chal-

lenging employees to reflect on the long-

term consequences of extraction. He also 

envisions the establishment of a global non-

profit think tank to work toward scientifi-

cally informed portrayals of future worlds. 

Those familiar with the politics of the 

nuclear industry may find it difficult to 

accept nuclear experts as exemplars of fu-

ture thinking. Many have argued that the 

safety case studies exist to justify Finland’s 

continued public investment in nuclear 

energy, and at least one of the scientists 

Ialenti interviewed confided that the ar-

cheological analog studies they cited were 

cherry-picked to suit the nuclear industry’s 

predetermined conclusions. There are lim-

its, after all, to what a bronze cannon sub-

merged at sea for centuries can tell us about 

copper nuclear waste canisters buried in 

granite for millennia. Ialenti argues, how-

ever, that his book should not be read as an 

endorsement of the nuclear experts’ conclu-

sions, even if it does celebrate their process. 

He worries about what he calls the “defla-

tion of expertise,” as manifested in the rising 

antiscience attitudes that undermine the ap-

plication of expertise to major policy issues. 

In its place, he wants us to be guardedly 

enthusiastic about scientific work, which is 

superior in value to “freewheeling podcast 

rants, talking head television pundits, and 

impulsive Twitter posts.” Fair enough. 

While he does not idealize Finland, 

Ialenti seems to envy the degree of public 

trust in technocratic expertise there. We 

need tools for restoring such trust, he con-

tends, because our survival in the Anthro-

pocene depends on it. j

10.1126/science.abf2843

A tour proceeds in a Posiva demonstration tunnel 

in Olkiluoto, Eurajoki, Finland, in 2017.

Deep Time Reckoning:
How Future Thinking 
Can Help Earth Now

Vincent Ialenti 

MIT Press, 2020. 208 pp.

The reviewer is at the School of History, Philosophy, and 
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Lessons from nuclear waste management could help 
us move beyond shortsighted climate thinking

Learning to think long-term
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W
hen the first gene-edited babies, 

Lulu and Nana, were born in 

China in October 2018, He Jian-

kui was at the hospital. The sci-

entist behind the secretive trial 

had flown in from Shenzhen with 

some of his team members as soon as he 

had heard that the babies’ mother was 

in labor. Apart from wanting to collect 

samples for genetic testing, he was also 

hoping to be able to hold the twins for a 

promotional photo opportunity. 

The right to do so—and the right 

to use the photos on billboards, 

cars, and calendars—was writ-

ten into the consent form that 

the parents were required to 

sign before they could join the 

trial. He and his team were able 

to collect most of the samples 

they were after, but he was not 

allowed to hold the babies. Con-

trary to He’s later claim that the 

twins were born “as healthy as 

any other babies,” they were in neonatal 

intensive care after their premature birth.

This scene captures but a few of the many 

intimate details about the first clinical use 

of heritable human genome editing (HHGE) 

that are described in The Mutant Project, 

the third monograph by cultural anthropol-

ogist Eben Kirksey. Apart from offering new 

insights into the events surrounding the 

birth of the twins Lulu and Nana, Kirksey 

also provides firsthand accounts from par-

ents who took part in He’s trial; reproduces 

conversations between members of He’s 

laboratory as they tried to navigate the trial 

and their boss’s ambitions; and details how 

He traveled across China and beyond to 

meet investors, academic advisers, and Chi-

nese government officials to drum up sup-

port for his trial and other entrepreneurial 

endeavors connected to it.

The Mutant Project provides readers 

with an intriguing picture of the events, 

ambitions, and deceptions that led up to 

the twins’ birth, but these insights are only 

part of what makes it such a fascinating 

read. At its core, the book is a complex 

analysis of the global culture in which 

GENE EDITING

By Stephan Güttinger 

Purse strings, patients, and personal glory

the project of HHGE is now developing. 

Kirksey begins his story in November 

2018 at the Second International Summit 

on Human Genome Editing in Hong Kong, 

where news of the twins’ birth first broke. 

Readers follow the author, who was sched-

uled to speak at the conference on a panel 

on research ethics, as he first hears the 

news and tries to gather more information. 

From here, the story expands across both 

time and space. 

Kirksey recounts details from the First 

International Summit on Human Gene 

Editing in 2015, where Western 

leaders of gene-editing technol-

ogy mixed and mingled with 

government officials and cor-

porate lobbyists. He travels to 

Philadelphia and the San Fran-

cisco Bay Area, where he meets 

patient-activists who took part in 

early gene-editing trials and fight 

for equal access to new medical 

treatments. He travels to Indone-

sia, where he introduces readers 

to a transgender artist who ex-

plores possible genetic futures and interro-

gates questions of race and beauty. And he 

delves into the realm of do-it-yourself (DIY) 

biologists, who try to harness the power of 

new gene-editing technologies to modify 

themselves and others. 

Out of this rich tapestry of stories, some 

central themes emerge, including the 

question of how profit-driven medicine 

and dreams of personal and national glory 

shape the complex landscape of mod-

ern genetic medicine. Kirksey  shows how 

these are global phenomena that unfold 

their power in the West and the East, in 

mainstream academia, and at the fringes 

of DIY biology. He is also concerned about 

how cultural ideas about race, beauty, 

and health become intertwined with new 

genetic technologies and with the global 

financial network. These issues raise im-

portant questions about how we deal with 

stigma and inequality and about who ben-

efits from new genetic treatments and at 

what cost. 

Kirksey does not attempt to answer all of 

these questions, so those looking for a neat 

set of solutions might be disappointed. 

But they will also be missing a key point 

of this book. The author describes The Mu-

tant Project as a “mosaic portrait,” but it 

is more than this. It also traces the ever-

shifting nature of the moral and ethical 

lines surrounding new genetic possibili-

ties. Kirksey’s analysis reminds us that the 

lines we draw are always in flux. In doing 

so, it forces us to slow down and think 

deeply about what questions we ask—and 

how we answer them—when seeking to de-

termine what is acceptable when it comes 

to genome editing. j

10.1126/science.abf2842

An anthropologist investigates the factors shaping modern genetic medicine

The challenges facing humanity are 
increasingly complex, making it dif-
ficult to know where to begin when 
one seeks to chart an effective path 
forward. This week on the Science
podcast, Ruth DeFries recommends 
looking to nature for fundamental 
and time-tested strategies that 
have long helped life thrive 
in uncertain times. 

https://scim.ag/3k3V3U4

10.1126/science.abf4324

What Would Nature Do?

A Guide for Our 

Uncertain Times
Ruth DeFries
Columbia University Press, 2020. 
264 pp.
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A return to natural forest fire cycles could help prevent massive wildfires.
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U.S. space policy: 
Multilateral mining
In their Policy Forum “U.S. policy puts 

the safe development of space at risk” 

(9 October, p. 174), A. Boley and M. Byers 

claim that U.S. plans to purchase a small 

amount of commercial Moon resources put 

the safe development of space at risk. To 

the contrary, U.S. actions are poised to help 

jumpstart a new age of space innovation 

that has the potential to bring scientific 

and economic benefits to the whole world. 

There is no global consensus on interna-

tional regulation of space mining. The 

Moon Agreement and other related recent 

attempts have been widely rejected. The 

United States has led negotiations on the 

Artemis Accords on a bilateral basis, but 

it will be a multilateral agreement, with 

Japan, Canada, the United Kingdom, Italy, 

Australia, Luxembourg, and the United 

Arab Emirates joining in October (1). 

The Accords can form a foundation for a 

future global framework, which ensures 

all nations can access the resources of 

outer space. 

Environmental management and stan-

dards are essential to space mining but are 

not guaranteed by international regulatory 

models. International space law already 

requires, or encourages, national regula-

tion with regard to planetary protection, 

avoiding harmful contamination, and 

discouraging harmful interference (2). U.S. 

leadership in the space environment can 

help ensure that sustainability is engrained 

Edited by Jennifer Sills in the space mining industry from the 

start. Early national regulation can facili-

tate sustainable space mining innovation; 

it does not inhibit it. 

Boley and Byers point to the manage-

ment of the deep seabed by the United 

Nations Convention on the Law of the Sea 

as an alternative global model for sustain-

able resource use. However, decades later, 

that model has still not been successful. No 

commercial deep-sea mining has occurred 

in the High Seas, the benefit sharing 

mechanism is not established, and the 

system has struggled to define environ-

mental management standards. A global 

approach may eventually emerge, but it is 

better to begin by stimulating the market 

and implementing imperfect regulation 

than to wait. 

Alexander Gilbert*, Morgan Bazilian, George Sowers
Colorado School of Mines, Golden, CO 80401, USA.
*Corresponding author. Email: gilbeaq@gmail.com 
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U.S. space policy:  
An international model
In their Policy Forum “U.S. policy puts 

the safe development of space at risk” 

(9 October, p. 174), A. Boley and M. Byers 

paint an inaccurate picture of the National 

Aeronautics and Space Administration’s 

(NASA’s) Artemis program and the agree-

ments (the so-called Artemis Accords) that 

NASA is using to partner with other coun-

tries in this historic mission. In contrast to 

the authors’ claims, the Artemis Accords 

are not intended to supplant the need for 

an international agreement on the issue of 

space resource activity. 

The United States has raised no objec-

tions to the scheduled “general exchange 

of views” regarding space resource activity 

in the United Nations’ Committee on the 

Peaceful Uses of Outer Space (1). Moreover, 

the U.S. government actively encour-

aged the work of the Hague International 

Space Resources Governance Working 

Group, which recently completed their 

work creating “building blocks” for a 

future international framework to regu-

late this new activity (2). In fact, many of 

the concepts in the Artemis Accords have 

their roots in the discussions of the Hague 

Working Group. This allegation of unilat-

eralism is particularly unfair given that 

a primary purpose of the Artemis Accords 

is to ensure that this historic mission 

is carried out by a coalition of interna-

tional partners who explicitly commit to 

comply with the existing principles of 

international law. 

Boley and Byers imply that NASA intends 

to unilaterally create “safety zones” around 

their areas of activity that will effectively 

“exclude other actors.” The safety zones 

proposed by NASA do no such thing. The 

Outer Space Treaty clearly protects the right 

of all space actors to enjoy free access to all 

parts of the Moon. Creating keep-out zones 

(areas to which other countries are prohib-

ited entry) would be a patent violation of 

LETTERS
Global agreements 

aim to make the 

development of space 

safe and sustainable.
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the treaty, and this is not the intent or the 

effect of the proposed safety zones (nor will 

NASA  be the “gatekeeper” of the Moon, as 

the authors suggest). The safety zones are 

purely informational in order to permit 

other actors on the surface of the Moon to 

properly discharge their duty to act with 

“due regard to the corresponding interests” 

(3) of other actors under the Outer Space

Treaty and avoid harmful interference with

existing activities. NASA has no right to

create keep-out zones and has no intention

of doing so.

NASA is not trying to “redirect inter-

national space cooperation in favor of 

short-term U.S. commercial interests.” 

Rather, NASA is working to ensure that 

the Artemis Program becomes a model of 

international cooperation that is carried 

out with strict adherence to international 

law. NASA is fully supportive of UN initia-

tives to explore the possibility of new 

law governing lunar activity, but the UN 

process will likely take a decade or more to 

produce an agreement of any significance. 

In the meantime, NASA is moving forward 

by building a team of international part-

ners who, through the Artemis Accords, 

promise to observe existing space law as 

a condition of joining the venture. This is 

how responsible space actors behave. 

Mark J. Sundahl 
Cleveland-Marshall College of Law and Global Space 
Law Center, Cleveland State University, Cleveland, 
OH 44115, USA. Email: m.sundahl@csuohio.edu
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Response

We agree with Gilbert et al. that “environ-

mental management and standards are 

essential to space mining.” However, we 

do not agree that national legislation is 

sufficient for regulating space mining, nor 

do we inherently expect national laws 

to help “facilitate sustainable space min-

ing innovation.” 

In the case of terrestrial mining, differ-

ing national laws and regulations, along 

with weak enforcement, have led to human 

rights abuses, environmental damage, 

and adverse health impacts, particularly 

in the Global South. National regulation 

of space activity with little to no interna-

tional involvement has already led to a low 

Earth orbit debris crisis (1, 2), which will 

likely be exacerbated by the construction 

of mega-constellations of communications 

satellites, again under national regulation 

(3). Gilbert et al. argue that the Artemis 

Accords set the stage for global coopera-

tion and access to space resources for all 

countries, but these bilateral agreements 

with just seven close U.S. allies have so far 

left out the vast majority of nations. 

The four treaties that make up the core of 

international space law, to which Gilbert et 

al. positively refer, were negotiated through 

a multilateral process. The U.S. approach 

leaves out Russia, China, and India—all 

powerful space actors. As for deep seabed 

mining, the greatest challenge has not been 

multilateralism, but prohibitively high costs. 

So far, the International Seabed Authority 

created under the UN Convention on the 

Law of the Sea has issued exploratory con-

tracts for over 1.3 million square kilometers 

of the high seas (4). 

Sundahl focuses exclusively on the 

Artemis Accords without acknowledging 

the multiple components we discussed 

that now make up U.S. Space Policy, 

including the September 2020 announce-

ment that NASA would purchase lunar 

regolith from a private company. Such a 

purchase would set a precedent for the 

U.S. view that commercial space mining is 

legal—a view not supported by most other 

nations. Our Policy Forum examines the 

concerted U.S. effort to secure widespread 

acceptance of the U.S. preferred interpre-

tation of space law as the international 

interpretation of space law.

We are pleased that NASA partner 

states ultimately chose not to make 

the Artemis Accords legally bind-

ing. As explicitly non-binding political 

documents, their effect on existing 

international law will be limited. At the 

same time, this means that—legally speak-

ing—the United States might continue to 

act unilaterally in space, for instance, by 

pursuing the planned purchase of rego-

lith. Although the Accords make multiple 

references to an eventual multilateral 

process, this is not guaranteed and would 

take place against the backdrop of any 

U.S. unilateralism. As for the safety zones 

foreseen in the Artemis Accords, we 

appreciate that the zones are only meant 

to be advisory; however, notifying the 

United Nations of any such zone will have 

no legitimizing effect in the absence of a 

multilateral regime for space mining. It 

also raises the question of how China and 

other spacefaring nations might regard 

any safety zones that they choose to 

establish, now that the United States 

has opened this door.

Aaron Boley1* and Michael Byers2

1Department of Physics and Astronomy, University 

of British Columbia, Vancouver, BC, Canada.
2Department of Political Science, University 

of British Columbia, Vancouver, BC, Canada.

*Corresponding author. 

Email: acboley@phas.ubc.ca

REFERENCES AND NOTES

1. NASA, Orbital Debris Program Office (https://

orbitaldebris.jsc.nasa.gov/reference-documents/). 

2. J.-C. Liou, N. L. Johnson, Adv. Space Res. 41, 1046 (2008).

3. J. O’Callaghan, “SpaceX’s Starlink could cause cascades 

of space junk,” Scientific American (2019). 

4. M. Lodge, “The International Seabed Authority and 

deep seabed mining,” UN Chronicle (www.un.org/en/

chronicle/article/international-seabed-authority-and-

deep-seabed-mining).

10.1126/science.abf4916

TECHNICAL COMMENT ABSTRACTS

Comment on “Forest microclimate dynamics drive 
plant responses to warming”

Romain Bertrand, Fabien Aubret, Gaël Grenouillet, 
Alexandre Ribéron, Simon Blanchet
Zellweger et al. (Reports, 15 May 2020, p. 

772) claimed that forest plant communities’ 

response to global warming is primarily con-

trolled by microclimate dynamics. We show 

that community thermophilization is poorly 

explained by the underlying components 

of microclimate and that global warming 

primarily controls the climatic lag of plant 

communities. Deconstructing the underly-

ing components of microclimate provides 

insights for managers.

Full text: dx.doi.org/10.1126/science.abd3850

Response to Comment on “Forest microclimate 
dynamics drive plant responses to warming”

Florian Zellweger, Pieter De Frenne, Jonathan 
Lenoir, Pieter Vangansbeke, Kris Verheyen, Markus 
Bernhardt-Römermann, Lander Baeten, Radim 
Hédl, Imre Berki, Jörg Brunet, Hans Van Calster, 
Markéta Chudomelová, Guillaume Decocq, Thomas 
Dirnböck, Tomasz Durak, Thilo Heinken, Bogdan 
Jaroszewicz, Martin Kopecký, František Máliš, Martin 
Macek, Marek Malicki, Tobias Naaf, Thomas A. Nagel, 
Adrienne Ortmann-Ajkai, Petr Petřík, Remigiusz 
Pielech, Kamila Reczyńska, Wolfgang Schmidt, 
Tibor Standovár, Krzysztof Świerkosz, Balázs Teleki, 
Ondřej Vild, Monika Wulf, David Coomes
Bertrand et al. question our interpretation 

about warming effects on the thermo-

philization in forest plant communities 

and propose an alternative way to analyze 

climatic debt. We show that microclimate 

warming is a better predictor than macro-

climate warming for studying forest plant 

community responses to warming. Their 

additional analyses do not affect or change 

our interpretations and conclusions.

Full text: dx.doi.org/10.1126/science.abd6193
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Thermophilization Microclimatic debt 
Variable Mean 95% CI P Mean 95% CI P 

Fixed effect Intercept 0.012 [–0.004; 0.027] 0.066 0.43 [0.409; 0.451] <0.001 
MacroTC –0.002 [–0.015; 0.011] 0.372 0.252 [0.237; 0.267] <0.001 

Tbuff –0.012 [–0.018; –0.005] <0.001 –0.21 [–0.217; –0.203] <0.001 

MacroTC × Tbuff –0.007 [–0.014; 0] 0.025 –0.05 [–0.057; –0.043] <0.001 

Variation explained Marginal R2 0.008 [0.002; 0.018] 0.771 [0.749; 0.79] 
Conditional R2 0.105 [0.066; 0.149] 0.812 [0.797; 0.825] 
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Canopy structure and composition are important determi-
nants of spatial and temporal variation in forest microcli-
mate (1, 2). Accordingly, we inferred the microclimate from 
macroclimate data and the modulating effect of the canopy 
layer [figure 1B in Zellweger et al. (3)]. Bertrand et al. (4) 
used our data to separately analyze the effects of macrocli-
mate warming and temperature buffering on community 
thermophilization and its associated microclimatic debt (i.e., 
the difference between the rate of forest microclimate 
warming and the rate of community thermophilization). We 
argue that it is ecologically more meaningful to analyze 
community responses to global warming based on the 
warming rates that the forest understory organisms actually 

experience—that is, the microclimate warming rates—
applying a “plant’s-eye view” approach on biodiversity re-
sponses to climate change (5, 6). For that specific reason, in 
our report (3), we directly incorporated the widely acknowl-
edged temperature buffering effect that canopy cover has on 
macroclimate to assess the rate of microclimate warming, 
which we subsequently related to community ther-
mophilization. We therefore believe that Bertrand et al.’s 
slightly different model to deconstruct the microclimate 
warming rate experienced by forest-dwelling organisms into 
macroclimate warming and temperature buffering hardly 
provides additional insights into the effects of microclimate 
dynamics on forest understory plant responses to warming. 

Response to Comment on “Forest microclimate dynamics 
drive plant responses to warming” 
Florian Zellweger1,2*, Pieter De Frenne3, Jonathan Lenoir4, Pieter Vangansbeke3, Kris Verheyen3, 
Markus Bernhardt-Römermann5, Lander Baeten3, Radim Hédl6,7, Imre Berki8, Jörg Brunet9,         
Hans Van Calster10, Markéta Chudomelová11, Guillaume Decocq4, Thomas Dirnböck12,        
Tomasz Durak13, Thilo Heinken14, Bogdan Jaroszewicz15, Martin Kopecký16,17, František Máliš18,19, 
Martin Macek16, Marek Malicki20, Tobias Naaf21, Thomas A. Nagel22, Adrienne Ortmann-Ajkai23,     
Petr Petřík16, Remigiusz Pielech24, Kamila Reczyńska25, Wolfgang Schmidt26, Tibor Standovár27, 
Krzysztof Świerkosz28, Balázs Teleki29,30, Ondřej Vild11, Monika Wulf21, David Coomes1 
1Forest Ecology and Conservation Group, Department of Plant Sciences, University of Cambridge, Cambridge CB2 3EA, UK. 2Swiss Federal Institute for Forest, Snow 
and Landscape Research WSL, 8903 Birmensdorf, Switzerland. 3Forest and Nature Lab, Department of Environment, Faculty of Bioscience Engineering, Ghent 
University, Melle-Gontrode, Belgium. 4UR “Ecologie et Dynamique des Systèmes Anthropisés” (EDYSAN, UMR 7058 CNRS-UPJV), Université de Picardie Jules 
Verne, 80037 Amiens Cedex 1, France. 5Institute of Ecology and Evolution, Friedrich Schiller University Jena, D-07743 Jena, Germany. 6Institute of Botany of the 
Czech Academy of Sciences, CZ-602 00 Brno, Czech Republic. 7Department of Botany, Faculty of Science, Palacký University in Olomouc, CZ-78371 Olomouc, 
Czech Republic. 8Institute of Environmental and Earth Sciences, University of Sopron, H-9400 Sopron, Hungary. 9Swedish University of Agricultural Sciences, 
Southern Swedish Forest Research Centre, Box 49, 230 53 Alnarp, Sweden. 10Research Institute for Nature and Forest (INBO), B-1000 Brussels, Belgium. 11Institute 
of Botany of the Czech Academy of Sciences, CZ-602 00 Brno, Czech Republic. 12Environment Agency Austria, A-1090 Vienna, Austria. 13Department of Plant 
Physiology and Ecology, University of Rzeszów, PL-35-959 Rzeszów, Poland. 14General Botany, Insitute of Biochemistry and Biology, University of Potsdam, 14469 
Potsdam, Germany. 15Białowieża Geobotanical Station, Faculty of Biology, University of Warsaw, 17-230 Białowieża, Poland. 16Institute of Botany of the Czech 
Academy of Sciences, CZ-252 43 Průhonice, Czech Republic. 17Faculty of Forestry and Wood Sciences, Czech University of Life Sciences Prague, CZ-165 21 Prague 
6 - Suchdol, Czech Republic. 18Faculty of Forestry, Technical University in Zvolen, SK-960 01 Zvolen, Slovakia. 19National Forest Centre, SK-960 01 Zvolen, Slovakia. 
20Department of Botany, Faculty of Biological Sciences, University of Wrocław, Wrocław, Poland. 21Leibniz Centre for Agricultural Landscape Research (ZALF), D-
15374 Muencheberg, Germany. 22Department of Forestry and Renewable Forest Resources, Biotechnical Faculty, University of Ljubljana, Ljubljana 1000, Slovenia. 
23Department of Hydrobiology, Institute of Biology, University of Pécs, H-7624 Pécs, Hungary. 24Department of Forest Biodiversity, Faculty of Forestry, University of 
Agriculture, Kraków, Poland. 25Department of Botany, Institute of Environmental Biology, University of Wrocław, PL-50-328 Wrocław, Poland. 26Department of 
Silviculture and Forest Ecology of the Temperate Zones, University of Göttingen, Göttingen, Germany. 27Department of Plant Systematics, Ecology and Theoretical 
Biology, Institute of Biology, L. Eötvös University, H-1117 Budapest, Hungary. 28Museum of Natural History, University of Wrocław, PL-50-335 Wroclaw, Poland. 
29Institute for Regional Development, University of Pécs, H-7100 Szekszárd, Hungary. 30Department of Ecology, University of Debrecen, H-4032 Debrecen, Hungary. 

*Corresponding author. Email: florian.zellweger@wsl.ch

Bertrand et al. question our interpretation about warming effects on the thermophilization in forest plant 
communities and propose an alternative way to analyze climatic debt. We show that microclimate warming 
is a better predictor than macroclimate warming for studying forest plant community responses to 
warming. Their additional analyses do not affect or change our interpretations and conclusions. 
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Because we did not separate macroclimate warming 
from temperature buffering, Bertrand et al. claim that we 
“underestimated the effect of macroclimate on biodiversity.” 
This would imply a shortcoming of our paper that is not 
supported by their additional analysis. In fact, macroclimate 
warming is an integral part of microclimate warming, and 
microclimate warming happens in part because of macro-
climate warming. The main point drawn from our study is 
that the rate of forest microclimate warming is simply a 
better and more natural predictor variable for studying for-
est understory plant community responses to climate 
change than the rate of macroclimate warming. Arguably, 
from a forest floor organism’s view, the microclimate is 
more relevant than the macroclimate. Microclimate change 
rates should therefore be preferred over macroclimate data 
in future assessments of biodiversity responses to climate 
change. 

As discussed in our paper, our results indeed have im-
plications for forest management and biodiversity conserva-
tion. For example, as shown in figure 3A of (3), temporal 
changes in canopy cover can mitigate or amplify the need 
for forest plant communities to respond to warming, a find-
ing that is of interest to foresters and policymakers engaged 
in forest biodiversity conservation. This finding is further 
supported by figure S5 of (3), where we show the relation-
ship between microclimate warming and canopy cover 
changes over time. We therefore disagree with Bertrand et 
al.’s claim that removing macroclimate change from calcula-
tions of microclimate change provides crucial information 
to managers and policymakers. However, we entirely agree 
with Bertrand et al. that a sole focus on canopy cover man-
agement does not represent a sustainable long-term solu-
tion to counteract the pressures imposed on forest 
biodiversity by global warming, and we have never argued 
otherwise. 

With regard to Bertrand et al.’s comments on our ther-
mophilization analysis, we stress that we studied directional 
shifts in species composition as a result of temperature 
changes by analyzing community thermophilization. This 
allowed us to focus explicitly on warming effects on plant 
communities. Our results show that the thermophilization 
rates in forest plant communities are more related to micro-
climate warming than to macroclimate warming, because 
microclimate data integrate the temperature buffering in-
formation as well as macroclimate data. Bertrand et al.’s 
reanalysis actually supports this finding, but it is notewor-
thy that neither the microclimate warming rates nor the 
macroclimate warming rates were strongly related to the 
thermophilization rates. In the main text of our paper, we 
acknowledge the large variation and high degree of stochas-
ticity in the thermophilization rates overserved in our con-
tinental dataset reaching back to 1934, and we are most 

certainly aware that other drivers—such as drought, changes 
in soil acidity and nutrients, or the colonization of invasive 
species—may also affect community turnover. We clearly 
refer to these factors in the supplementary materials and 
study these other drivers extensively in other work. Howev-
er, in the context of warming temperatures, we are confi-
dent that our interpretation that thermophilization in forest 
plant communities is primarily controlled by microclimate 
warming, and not macroclimate warming, is sound and 
supported by our analyses (3). We also fully agree that mac-
roclimate warming can contribute to community ther-
mophilization, as other studies have found [e.g., (7, 8)], and 
we reference these studies in our paper without contradict-
ing them. However, in our dataset this relationship was sta-
tistically not significant. Please note that Bertrand et al.’s 
claim that their “analysis further showed that canopy clo-
sure had cooled local climate conditions within forest 
stands and mitigated the thermophilization of plant com-
munities as macroclimate warmed” does not represent an 
additional finding, as we have already shown this in our 
paper [see figure 1C and figure 2 of (3)]. 

As outlined above, the two main explanatory variables 
in Bertrand et al.’s model (i.e., macroclimate warming and 
changes in temperature buffering) represent our definition 
of forest microclimate warming in this study. Following Oc-
cam’s razor principle, a more parsimonious statistical model 
(fewer predictor variables than in Bertrand et al.) to analyze 
the effect of microclimate warming on the microclimatic 
debt can therefore be formulated as follows: microclimatic 
debt ~ microclimate warming. The resulting marginal R2 
and AIC values for this model are 79.1% and –2463. The re-
spective values for Bertrand et al.’s model with our data, 
which includes a much more complex formula with two 
predictor variables and their interaction effect, are 77.1% 
and –2257. These model evaluations show that our conclu-
sion that the climatic debt in forest plant communities is 
primarily controlled by microclimate is sound and support-
ed by our analyses and results. However, it is important to 
note that microclimate debt and microclimate warming are 
not independent of each other, because the latter was used 
to calculate the former. Although we agree with Bertrand et 
al. that macroclimate warming can affect the microclimatic 
debt, we would like to point out that this is not surprising 
given the strong correlation between macroclimate warming 
and microclimate warming, as shown in figure 1C of (3). Our 
understanding of the relative importance of micro- and 
macroclimate change for driving community responses to 
climate change is still far from complete and warrants fur-
ther research. 

Finally, we agree with Bertrand et al.’s universal state-
ment that preserving forest biodiversity requires controlling 
global warming. The critical focus with regard to our report 
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is how, and at what scale, warming temperatures need to be 
quantified in order to better understand the response of 
forest biodiversity to climate change. In this regard, forest 
microclimate ecology has a lot to teach us. 
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RIBOSOME STRUCTURE

Quality control in 
mitochondria
Human mitochondria have 

their own genome and ribo-

somes called mitoribosomes 

that respectively encode and 

synthesize essential subunits of 

complexes that use the energy 

from the oxidation of metabolites 

to drive the synthesis of adeno-

sine triphosphate (ATP). These 

complexes are key to the health 

of the cell. Desai et al. studied a 

mitoribosome-associated quality 

control pathway that prevents 

aberrant translation. They 

purified mitoribosomes under 

conditions designed to induce 

stalling and determined the 

structures of two intermediates in 

the rescue pathway. These struc-

tures revealed two proteins that 

eject the unfinished polypeptide 

chain and peptidyl transfer RNA 

from the ribosome. Their cryo–

electron microscopy dataset also 

revealed additional states that 

may correspond to intermediates 

in the mitochondrial translation 

elongation cycle. —VV

Science, this issue p. 1105

TOPOLOGICAL SYSTEMS

When all routes are 
exceptional
The exploration of non-Hermitian 

physics and parity-time sym-

metry have provided a route to 

develop a wealth of exotic physi-

cal effects. In such dissipative 

systems, the balance of gain and 

loss of the system lead to what 

are called exceptional points, 

or “sweet spots,” which relate 

to optimal device operation or 

material properties. The ability 

to tune the gain and loss over 

a range of system properties 

leads to exceptional arcs. Tang 

et al. show that systems can be 

designed in which the tuning of 

multiple parameters leads to a 

crossroads, or nexus, of excep-

tional arcs. Illustrating the effect 

in an acoustic system, the same 

properties should be attainable 

over various types of dissipative 

systems and thus provide a ver-

satile route to fine-tune optimal 

performance of materials and 

devices. —ISO

Science, this issue p. 1077

3D PRINTING

Driving the pores away
The formation of “keyholes” 

(vapor-filled depressions) during 

additive manufacturing leads to 

porosity, which degrades alloy 

performance, especially fracture 

properties, and remains a big 

challenge for the 3D printing of 

metals. Zhao et al. used high-

speed x-ray imaging to take a 

detailed look at how keyhole 

formation connects to porosity 

in a titanium alloy. They found 

that instability at the keyhole 

tip drives pores away to get 

trapped in the solidification front. 

Understanding this process 

and the operating parameters 

under which it occurs provides 

a roadmap for avoiding porosity 

and building high-quality metal 

parts. —BG

Science, this issue p. 1080

SYNTHETIC BIOLOGY

A logic to cell-cell 
recognition
There has been exciting progress 

in the field of cancer immu-

notherapy, which harnesses a 

patient’s own immune system 

to kill cancer cells. However, 

achieving precise recognition of 

cancer cells remains challenging. 

Cells engineered with synthetic 

Notch (synNotch) receptors bind 

to specific antigens, and binding 

induces the expression of defined 

genes. Williams et al. used syn-

Notch modules as transcriptional 

connectors that daisy-chain 

RESEARCH
I N  SC IENCE  J O U R NA L S

Edited by Michael Funk

CLIMATOLOGY

A dangerous trend

H
ow anthropogenically driven climate change is affecting heat waves 

and drought is one of the most important environmental issues facing 

societies around the globe. Zhang et al. present a 260-year-long record 

of temperature and soil moisture over inner East Asia that reveals an 

abrupt shift to hotter and drier conditions (see the Perspective by 

Zhang and Fang).  Extreme episodes of hotter and drier climate over the past 

20 years, which are unprecedented in the earlier records, are caused by a 

positive feedback loop between soil moisture deficits and surface warming and 

potentially represent the start of an irreversible trend. —HJS 

Science, this issue p. 1095; see also p. 1037

East Asia, including the semiarid grasslands of Mongolia, has experienced a shift toward a hotter and drier climate in the past 20 years.
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together multiple receptors. 

They engineered T cells that 

can recognize up to three target 

antigens expressed on or inside 

cancer cells and integrated these 

inputs to achieve NOT, AND, and 

OR logic. The engineered cells 

achieved precise recognition of 

targeted cancer cells. —VV

Science, this issue p. 1099

SEX DETERMINATION

Paternal factor specifies 
female wasps
Not all animals have specialized 

sex chromosomes to determine 

their sex. In hymenopteran 

insects, for example, unfertilized 

eggs become males and fertil-

ized eggs become females. Prior 

work showed that the paternal 

genome provides instruction for 

female development. Zou et al. 

identified a sex determination 

instructor gene, wasp overruler 

of masculinization, with parent-

of-origin effect, in the parasitoid 

Nasonia vitripennis. It is only 

transcribed from the paternally 

provided genome in fertilized 

eggs to initiate female develop-

ment. This discovery provides 

insights into the molecular basis 

and evolution of sex determina-

tion. —BAP

Science, this issue p. 1115

MARINE ROBOTICS

Deep dive 
Mapping the ocean’s bio-

chemistry will lead to a better 

understanding of Earth’s bio-

geochemical cycles. Breier et 

al. developed an untethered 

autonomous underwater 

vehicle, which they named Clio, 

to map vertical profiles of the 

water column through high-

resolution sensor surveys and 

sample-return missions. Clio 

could controllably descend 

through the water column at a 

rate of 0.8 meters per second 

with a maximum depth of 

6000 meters. In 2019, Clio was 

deployed to map 1144 kilome-

ters of the Sargasso Sea to a 

depth of 1000 meters. —MML

Sci. Robot. 5 abc7104 (2020).

DRUGS

Helping asthmatics 
breathe better
b

2
-adrenoreceptor agonists used 

for acute relief of airway constric-

tion in asthmatic patients become 

less effective with repeated use 

because of receptor desensitiza-

tion. They also increase the risk of 

death. Using cells, lung slices, and 

mouse models of asthma, Wang 

et al. showed that osthole, a com-

pound derived from a traditional 

Chinese medicine, promoted 

airway relaxation through mecha-

nisms other than activating 

b
2
-adrenoreceptors. These results 

suggest that variants of osthole 

could be developed to induce 

bronchodilation without desensi-

tizing receptors or increasing the 

risk of death. —WW

Sci. Signal. 13, eaax0273 (2020).

EDUCATION

Preaching outside 
of the choir
Workshops and training 

programs centered on sharing 

evidence-based instructional 

practices (EBIPs) for better 

engaging students in science, 

technology, engineering, and 

mathematics (STEM) learning 

are widely available. However, 

how and whether faculty share 

their new knowledge with their 

colleagues remain unclear. 

Lane et al. conducted a multi-

institutional study to determine 

who EBIP users talked to 

about their teaching practices. 

Interview, survey, and social 

network analyses revealed 

that faculty who implemented 

EBIPs preferentially talked to 

each other, essentially slowing 

the pace of EBIP adoption. This 

analysis confirms that faculty 

teaching interactions are criti-

cal in promoting institutional 

change in higher education and 

that a systems approach to 

altering educational structures, 

environments, and policies is 

needed to engage the full range 

of faculty in teaching conversa-

tions. —MMc

Proc. Natl. Acad. Sci. U.S.A. 117, 22665 

(2020). 

BIOTECHNOLOGY

PORE-cupine for RNA 
structures
Unlike DNA, RNA can fold into 

a staggering number of distinct 

structures that perform diverse 

functions. Some structures 

transfer genetic information, 

and others regulate their own 

activities and life spans to act 

as catalysts for crucial reac-

tions inside the cell. Our ability 

to visualize or predict the RNA 

structures that a cell can make 

is limited, hindering exploitation 

for RNA therapeutics. Aw et al. 

improved on a technology that 

uses nanopore technology to 

sequence RNA by measuring 

the changing current as the RNA 

nucleotides are pulled through 

the nanopore. This “PORE-

cupine” technology incorporates 

structural probing by chemi-

cal modification and machine 

learning to capture structural 

As the climate 

changes, mixed-grass 

prairie becomes 

vulnerable to dust-

bowl formation.

Researchers launch Clio, an autonomous deep-ocean exploration 

and sample-collection vehicle. P
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information on a genome scale. 

The technique can detect 

structural differences between 

closely related RNAs encoded 

by the same genes. —DJ

Nat. Biotechnol. 10.1038/

s41587-020-0712-z (2020).

NEUROSCIENCE

How a brain controls 
a computer
Most brain-computer inter-

faces (BCIs) that use neuron 

recordings have analyzed 

the activity of those neurons 

that contribute directly to the 

decoded BCI output. Liu and 

Schieber found that although 

only a few primary motor 

cortex (M1) units controlled a 

closed-loop BCI, substantial 

numbers of non-BCI units 

were likewise modulated in 

relation to the task, not only 

in frontal motor areas (area 

M1 and the dorsal and ventral 

premotor cortex) but also 

in parietal areas (somato-

sensory cortex and the 

anterior intraparietal area). 

All of these cortical areas thus 

shapes, whereas slower growth 

favored convex ones. By using the 

production of one growth cycle 

as the seed for the next one, 85 

distinct hierarchical shapes were 

grown. —MSL

ACS Nano 10.1021/acsnano.0c07384 

(2020).

KIDNEY DISEASE

Weighing in on chronic 
kidney disease
Previous studies have reported 

correlations between adiposity 

and chronic kidney disease, but 

it is not clear whether this is an 

independent association or if 

there is a causal relationship. To 

address this question system-

atically, Zhu et al. analyzed 

prospectively collected data from 

almost 300,000 participants in 

the UK Biobank. By taking advan-

tage of Mendelian randomization, 

the authors showed that diabetes 

and high blood pressure, which 

are known kidney disease risk 

factors, played an even larger 

role than expected. However, 

adiposity itself was also an inde-

pendent causative factor for the 

participated both in natural 

control of voluntary limb move-

ment and in a more general 

system for closed-loop control 

of an effector being moved to 

a visual target. Harnessing the 

activity of units from multiple 

cortical areas might help in the 

development of next-generation 

BCIs. —PRS

eNeuro 7, ENEURO.0376-20.2020 

(2020).

NANOMATERIALS

Kinetic control of 
hierarchical growth
Sequential seeding of nanocrys-

tals can be used to control and 

develop complex shapes during 

growth. Smith et al. explored the 

effects of limiting adatom addi-

tion versus diffusion for gold or 

palladium grown on gold seeds. 

Fast growth conditions promote 

branched nanocrystals along the 

<111> directions. The addition 

of hydrochloric acid lowered 

the pH and increased the halide 

concentration, slowing the rate 

of metal precursor reduction. 

Fast growth promoted concave 

development of chronic kidney 

disease. —YN

J. Am. Soc. Nephrol. 10.1681/

ASN.2020050679 (2020).

STELLAR POPULATIONS

Too hot for helium 
to handle
Helium has a high ionization 

potential of 24.6 electron volts. 

Galaxies that have emission 

lines of He II in their spectra 

must contain sufficiently hot 

sources, such as extremely 

massive stars, to ionize inter-

stellar helium. Pérez-Montero et 

al. modeled multiple emission 

lines in the spectra of a sample 

of galaxies that each show He 

II emission. They found that 

the effective temperatures 

of the radiation fields were 

higher than can be explained 

by conventional stellar popula-

tion models. The authors argue 

that populations of Wolf-Rayet 

stars with low abundances of 

elements heavier than helium, 

surrounded by clumpy gas, can 

explain the observations. —KTS

Astron. Astrophys. 643, A80 (2020).

PLANT SCIENCE

Photosynthesis and 

the Dust Bowl

I
n the 1930s, the central United 

States turned into a dust bowl, 

which disrupted agriculture, 

economies, social structures, and 

ecosystems and may hold les-

sons for a future of increasing climate 

instability. Knapp et al. replicated some 

of the Dust Bowl conditions in Kansas 

and Wyoming to determine why a 

grass characterized by the C3 photo-

synthetic pathway replaced seemingly 

better-adapted C4 grasses during 

the drought despite its preference for 

cooler temperature and higher soil 

moisture. The key lies in the timing of 

precipitation. Drier summer months 

and wetter cool months during this 

4-year period favored the growth of the 

C3 grasses, which outcompeted the 

C4 grasses. —PJH  

Proc. Natl. Acad. Sci. U.S.A. 117, 22249 (2020).
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SYNTHETIC BIOLOGY

Engineering immune 
responses
Cytokines mediate various 

immune responses and have 

potential as drugs to treat 

cancer and other diseases. 

However, cytokines have diverse 

and competing roles; although 

some cytokine therapies are 

approved, they come with side 

effects and their efficacy can 

be limited. In a Perspective, Li 

and Lim discuss the synthetic 

biology approaches to engi-

neering better cytokine-based 

drugs. They discuss improving 

on naturally occurring cytokines, 

engineering cytokine-signaling 

circuits for use with engineered 

cell therapies, and the possibility 

of designing cytokines that do 

not exist naturally. If efficacious, 

such approaches could improve 

the potency of cytokines as 

drugs and add to our under-

standing of cytokine-based 

communication. —GKA

Science, this issue p. 1034

PROTEIN MODELING

Understanding what 
drives proteins
Computational molecular physics 

(CMP) aims to leverage the laws 

of physics to understand not just 

static structures but also the 

motions and actions of biomol-

ecules. Applying CMP to proteins 

has required either simplifying 

the physical models or running 

simulations that are shorter than 

the time scale of the biologi-

cal activity. Brini et al. reviewed 

advances that are moving CMP to 

time scales that match biological 

events such as protein folding, 

ligand unbinding, and some 

conformational changes. They 

also highlight the role of blind 

competitions in driving the field 

forward. New methods such as 

deep learning approaches are 

likely to make CMP an increas-

ingly powerful tool in describing 

proteins in action. —VV

Science, this issue p. 1056

NEUROGENOMICS

An in vivo analysis 
of autism risk genes
CRISPR targeting in vivo, 

especially in mammals, can be 

difficult and time consuming 

when attempting to determine 

the effects of a single gene. 

However, such studies may be 

required to identify pathological 

gene variants with effects in spe-

cific cells along a developmental 

trajectory. To study the function 

of genes implicated in autism 

spectrum disorders (ASDs), 

Jin et al. applied a gene-editing 

and single-cell–sequencing 

system, Perturb-Seq, to knock 

out 35 ASD candidate genes in 

multiple mice embryos (see the 

Perspective by Treutlein and 

Camp). This method identified 

networks of gene expression 

in neuronal and glial cells that 

suggest new functions in ASD-

related genes. —LMZ

Science, this issue p. 1057;

see also p. 1038

CORONAVIRUS

Profiling coronaviruses
Among the coronaviruses that 

infect humans, four cause mild 

common colds, whereas three 

others, including the currently 

circulating severe acute respira-

tory syndrome coronavirus 2 

(SARS-CoV-2), result in severe 

infections. Shrock et al. used a 

technology known as VirScan to 

probe the antibody repertoires of 

hundreds of coronavirus disease 

2019 (COVID-19) patients and 

pre–COVID-19 era controls. They 

identified hundreds of anti-

body targets, including several 

antibody epitopes shared by the 

mild and severe coronaviruses 

and many specific to SARS-

CoV-2. A machine-learning 

model accurately classified 

patients infected with SARS-

CoV-2 and guided the design of 

an assay for rapid SARS-CoV-2 

antibody detection. The study 

also looked at how the antibody 

response and viral exposure 

history differ in patients with 

diverging outcomes, which 

could inform the production of 

improved vaccine and antibody 

therapies. —VV

Science, this issue p. 1058

TRANSCRIPTION

Dephosphorylating 
RNA polymerase II
Transcription in metazoans 

requires coordination of multiple 

factors to control the progres-

sion of polymerases and the 

integrity of their RNA products. 

Zheng et al. identified a new 

dual-enzyme complex called 

INTAC, which is composed of 

protein phosphatase 2A (PP2A) 

core enzyme and the multi-

subunit RNA endonuclease 

Integrator. Structural and func-

tional studies show that INTAC 

functions as a noncanonical 

PP2A holoenzyme that dephos-

phorylates the C-terminal 

domain of RNA polymerase II 

to attenuate transcription. This 

study provides a direct connec-

tion between PP2A-mediated 

dephosphorylation and 

transcriptional regulation, two 

fundamental cellular processes. 

—DJ

Science, this issue p. 1059

CELL BIOLOGY

Tension where multiple 
cells meet
Cells exist in varying environ-

ments and must respond to 

specific stimuli. During develop-

ment, epithelial cells need to 

rapidly reorganize under tension 

without compromising epithelial 

integrity. Yu et al. demonstrate 

that Drosophila epithelial cells 

achieve this by transiently 

stabilizing adhesion at tricel-

lular junctions where three cells 

meet (see the Perspective by 

Raghavan and Vasioukhin). The 

conserved adhesion regula-

tor Canoe/Afadin is recruited 

to tricellular junctions under 

tension within seconds and 

dissociates when tension is 

released through a mechanism 

that requires Abl-dependent 

tyrosine phosphorylation. 

These results identify an in vivo 

mechanotransduction pathway 

that dynamically couples tricel-

lular adhesion with physiological 

forces, allowing cells to rapidly 

modulate their behavior in 

response to mechanical changes 

in their environment. —BAP

Science, this issue p. 1060;

see also p. 1036

FUNDAMENTAL PHYSICS

Testing physics using 
the hydrogen atom
Discrepancy between the 

proton radius determined from 

hydrogen and muonic hydrogen 

spectroscopy data, the so-called 

“proton radius puzzle,” has been 

a focus of the physics commu-

nity for more than a decade now. 

Using two-photon ultraviolet 

frequency comb spectroscopy 

below 1 kilohertz, Grinin et al. 

report a high-precision measure-

ment of the 1S-3S transition 

frequency in atomic hydrogen 

(see the Perspective by Ubachs). 

Combining this measurement 

with the data for the 1S-2S tran-

sition, the authors obtained the 

Rydberg constant with improved 

accuracy and an independent 

value for the proton charge 

radius that favors the data from 

muonic hydrogen. However, the 

present frequency value differs 

from the one obtained previously 

using a different spectroscopic 

technique, leaving the puzzle still 

unresolved. —YS

Science, this issue p. 1061;

see also p. 1033

FOREST ECOLOGY

Limits to the 
growing season
The length of the growing season 

in temperate forests has been 

increasing under recent climate 

change because of earlier 

leaf emergence and later leaf 

senescence. However, Zani et al. 
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show that this trend might be 

reversed as increasing photo-

synthetic productivity begins to 

drive earlier autumn leaf senes-

cence (see the Perspective by 

Rollinson). Using a combination 

of experimental, observational, 

and modeling studies based 

on European forest trees, the 

researchers conclude that leaf 

senescence will advance by 3 

to 6 days by the end of the 21st 

century rather than lengthening 

by 1 to 3 weeks as current phe-

nological models have predicted. 

In turn, this predicted phenologi-

cal pattern will limit the capacity 

of temperate forests to mitigate 

climate change through carbon 

uptake. —AMS

Science, this issue p. 1066;

see also p. 1030

CHEMICAL PHYSICS

Roaming dynamics 
in real time
Roaming is distinct from conven-

tional reaction channels because 

of the unusual geometries that 

chemical systems use to bypass 

the minimum energy pathway. It 

is a relatively new phenomenon 

that is usually determined in 

experiments through spec-

troscopic characterization of 

the roaming products. Using a 

combination of time-resolved 

Coulomb explosion imaging 

and quasiclassical trajectory 

analysis, Endo et al. report real-

time observation of individual 

fragments of the prototypical 

reaction of deuterated form-

aldehyde (D
2
CO) dissociation 

as they roam on ultrafast time 

scales. They show that roaming 

not only occurs several orders of 

magnitude earlier than previ-

ously expected but also that it 

can terminate in a radical (D + 

DCO) rather than the well-known 

molecular (D
2
 + CO) product 

channel. —YS

Science, this issue p. 1072

CONSERVATION GENETICS

Survival of the most 
variable
As more species become highly 

threatened because of human 

activity, there has been an 

increasing push to understand 

how best to reintroduce or trans-

locate individuals from wild or 

captive populations. Suggestions 

have varied from choosing 

individuals from the most envi-

ronmentally similar regions to 

choosing those that might have 

the best ability to adapt to new 

environments. Scott et al. used 

long-term data collected during 

translocations of Mojave Desert 

tortoises, including animals for-

merly kept as pets, to test these 

questions. Although the overall 

rates of survival for all tortoises 

at the site (both reintroduced 

and native) were extremely low, 

translocated individuals with the 

highest heterozygosity survived 

at much higher rates than those 

determined to be similar to the 

target population. —SNV

Science, this issue p. 1086

CORONAVIRUS

Structure of a vaccine 
candidate
Much effort is being tar-

geted at developing vaccines 

that will provide protection 

against severe acute respira-

tory syndrome coronavirus 2 

(SARS-CoV-2). A trimeric spike 

protein that decorates the virus 

is a primary target of the host 

immune system and the focus of 

vaccine development. Bangaru 

et al. present the structure of a 

leading vaccine candidate: a full-

length spike protein with some 

modifications aimed at enhanc-

ing stability that is formulated 

in polysorbate 80 detergent. 

The study confirms that the full-

length immunogen is in a stable 

prefusion conformation and 

provides a basis for understand-

ing immune responses to the 

vaccine. —VV

Science, this issue p. 1089

CORONAVIRUS

A beneficial cocktail
Since the start of the corona-

virus disease 2019 (COVID-19) 

pandemic, considerable effort 

has gone into generating and 

characterizing neutralizing 

antibodies that could be used as 

therapeutics. Studies in human-

ized mice and convalescent 

humans led to the development 

of a cocktail of two potent anti-

bodies that simultaneously bind 

to the severe acute respiratory 

syndrome coronavirus 2 (SARS-

CoV-2) spike protein and prevent 

the virus from entering host 

cells. Baum et al. evaluated the 

efficacy of this cocktail, REGN-

COV2, in rhesus macaques, 

which may model mild disease, 

and in golden hamsters, which 

present more severe symptoms. 

The antibody cocktail provided 

benefits in both models when 

administered either prophylacti-

cally or therapeutically and is 

currently in clinical trials. —VV

Science, this issue p. 1110

NEUROIMMUNOLOGY

Regulatory IgA response
Multiple sclerosis (MS) is 

associated with the production 

of oligoclonal immunoglobu-

lin G (IgG) antibodies within the 

central nervous system (CNS), 

but less is known about the 

status of IgA-producing cells. 

Pröbstel et al. detected clonally 

expanded IgA+ cells in cerebro-

spinal fluid and tissue adjacent 

to areas of active MS-associated 

demyelination. Recombinant IgA 

antibodies assembled from the 

cloned antibody genes bound 

to surface antigens found on 

multiple bacterial phyla but did 

not cross-react with brain tissue. 

Recruitment of gut-associated 

IgA+ B cells and plasma cells to 

the CNS is a potential biomarker 

of disease activity in MS. —IRW

Sci. Immunol. 5, eabc7191 (2020).

ALZHEIMER’S DISEASE

Understanding protein 
trafficking defects
Alzheimer’s disease (AD) is char-

acterized by abnormal protein 

accumulation in the extracellular 

milieu in the brain. The endo-

somal pathway is responsible 

for proteolytic cleavage and 

secretion of proteins, and recent 

data have shown that a defective 

endosomal pathway contributes 

to AD pathogenesis. However, 

which proteins are affected by 

defective endosomal pathways 

is still unclear. Simoes et al. 

performed proteomic analysis 

in cerebrospinal fluid from mice 

with defective endosomal traf-

ficking and in patients with AD 

and showed that the expression 

of two transmembrane proteins, 

APLP1 and CHL, was increased 

and correlated with tau expres-

sion. The results provide 

valuable insights regarding the 

effect of endosomal trafficking 

alterations in AD. —MM

Sci. Transl. Med. 12, eaba6334 (2020).

WATER RESOURCES

Missing freshwater 
found off Hawai’i
Freshwater resources are 

limited on oceanic islands, 

and their scarcity complicates 

sustainability efforts. Attias 

et al. identified an important 

new freshwater resource in the 

submarine environment offshore 

of the island of Hawai’i. Previous 

studies suggested that as much 

as 40% of water input to the 

onshore aquifer is missing and 

unavailable for use. The salin-

ity of seawater makes it more 

electrically conductive than 

freshwater, and electromagnetic 

imaging surveys off the coast of 

Hawai’i revealed large quantities 

of freshwater in deep submarine 

sediments just offshore. These 

alternative water resources 

improve the prospects of 

sustainable water extraction for 

Hawai’i, and the authors specu-

late that the same mechanism 

may operate on other volcanic 

islands. —KVH

Sci. Adv. 10.1126/sciadv.abd4866 

(2020). 
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PROTEIN MODELING

Protein storytelling through physics
Emiliano Brini, Carlos Simmerling, Ken Dill*

BACKGROUND: Understanding biology, partic-
ularly at the level of actionable drug discovery,
is often amatter of developing accurate stories
about how proteinswork. This requires under-
standing the physics of the system, and physics-
based computer modeling is a prime tool for
that. However, the computational molecular
physics (CMP) of proteins has previously been
much too expensive and slow. A large fraction
of public supercomputing resources world-
wide is currently running CMP simulations of
biologically relevant systems. We review here
the history and status of this large and diverse
scientific enterprise. Among other things, pro-
tein modeling has driven major computer hard-
ware advances, such as IBM’s Blue Gene and
DE Shaw’s Anton computers. Further, protein
modeling has advanced rapidly over 50 years,
even slightly faster than Moore’s law. We also
review an interesting scientific social con-
struct that has arisen aroundproteinmodeling:
community-wide blind competitions. They have
transformed how we test, validate, and improve
our computational models of proteins.

ADVANCES: For 50 years, two approaches to
computer modeling have been mainstays for
developing stories about protein molecules
and their biological actions. (i) Inferences from
structure-property relations: Based on the prin-
ciple that a protein’s action depends on its
shape, it is possible to use databases of known
proteins to learn about unknown proteins. (ii)
Computational molecular physics uses force
fields of atom-atom interactions, sampled by
molecular dynamics (MD), to develop biolog-
ical action stories that satisfy principles of
chemistry and thermodynamics. CMP has tra-
ditionally been computationally costly, lim-
ited to studying only simple actions of small
proteins. But CMP has recently advanced enor-
mously. (i) Force fields and their corresponding
solvent models are now sufficiently accurate
at capturing the molecular interactions, and
conformational searching and samplingmeth-
ods are sufficiently fast, that CMP is able to
model, fairly accurately, protein actions on time
scales longer than microseconds, and some-
times milliseconds. So, we are now accessing

important biological events, such as protein fold-
ing, unbinding, allosteric change, and assembly.
(ii) Just as car races do for auto manufacturers,
communal blind tests such as protein structure-
prediction events are giving protein modelers
a shared evaluation venue for improving our
methods. CMPmethods are now competing and
often doing quite well. (iii) New methods are
harnessing external information—like experi-
mental structural data—to accelerate CMP, nota-
bly, while preserving proper physics.
What are we learning? For one thing, a long-

standing hypothesis is that proteins fold by
multiple different microscopic routes, a story
that is too granular to learn from experiments
alone. CMP recently affirmed this principle
while giving accurate and testablemicroscopic
details, protein by protein. In addition, CMP
is now contributing to physico-chemical drug
design. Structure-based methods of drug dis-
covery have long been able to discern what
small-molecule drug candidates might bind to
a given target protein and where on the pro-
tein they might bind. However, such methods
don’t reveal some all-important physical prop-
erties needed for drug discovery campaigns—
the affinities and the on- and off-rates of the
ligand binding to the protein. CMP is begin-
ning to compute these properties accurately. A
third example is shown in the figure. It shows
the spike protein of severe acute respiratory
syndrome coronavirus 2(SARS-CoV-2), the
causative agent of today’s coronavirus disease
2019 (COVID-19) pandemic. A large, hinge-
like movement of this sizable protein is the
critical action needed for the virus to enter
and infect the human cell. The only way to
see the details of this motion—to attempt to
block it with drugs—is by CMP. The figure
shows CMP simulation results of three dy-
namical states of this motion.

OUTLOOK: A cell’s behavior is due to the ac-
tions of its thousands of different proteins.
Every protein has its own story to tell. CMP is
a granular and principled tool that is able to
discover those stories. CMP is now being tested
and improved through blind communal vali-
dations. It is attacking ever larger proteins, ex-
ploring increasingly bigger and slowermotions,
and with ever more accurate physics. We are
reaching a physical understanding of biology at
themicroscopic level as CMP reveals causations
and forces, step-by-step actions in space and time,
conformational distributions along the way,
and important physical quantities such as free
energies, rates, and equilibrium constants.▪
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CMP modeling of COVID-19 infecting the human cell. SARS-CoV-2 spike glycoprotein (green, with its glycan
shield in yellow) attaching to the human angiotensin-converting enzyme 2 (ACE2) receptor protein (purple)
through its spike receptor-binding domain (red). (Left) The receptor binding domain (RBD) is hidden. (Middle) The
RBD is open and accessible. (Right) The RBD binds human ACE2 receptor. This is followed by a cascade of larger
conformational changes in the spike protein, leading to viral fusion to the human host cell. C
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PROTEIN MODELING

Protein storytelling through physics
Emiliano Brini1, Carlos Simmerling1,2, Ken Dill1,2,3*

Every protein has a story—how it folds, what it binds, its biological actions, and how it misbehaves in
aging or disease. Stories are often inferred from a protein’s shape (i.e., its structure). But increasingly,
stories are told using computational molecular physics (CMP). CMP is rooted in the principled physics of
driving forces and reveals granular detail of conformational populations in space and time. Recent
advances are accessing longer time scales, larger actions, and blind testing, enabling more of biology’s
stories to be told in the language of atomistic physics.

Science…is the organized systematic
enterprise that gathers knowledge about the
world and condenses [it] into testable laws
and principles.
—E. O. Wilson, Consilience

S
cientists are storytellers. Biologists tell
stories about biomolecules and their
actions in the cell. Even the simplest
cell has thousands of types of proteins.
Based on the premise that structure de-

termines function—the same principle that helps
youdiscernhowaknife and forkwork—protein
shapes are often the starting points for pro-
tein storytelling. Like a necklace of beads, a
protein is a molecule of amino acids (the beads)
chained together. The 20 different types of
amino acidsmake up an alphabet for stringing
the beads into different sequences that fold
into different native structures (the compact
shapes that proteins adopt in the cell). These
shapes are known at atomic detail for more
than 150,000 proteins and available in a public
resource called the Protein DataBank (PDB)
(1), thanks to x-ray crystallography, nuclear
magnetic resonance (NMR) spectroscopy, and
cryo–electron microscopy (cryo-EM) experi-
ments from a large community of structural
biologists over the past 60 years.
Computer modeling plays a big role in mo-

lecular storytelling. For one thing, two proteins
having similar sequences often have similar
shapes and perform similar actions. After a pro-
tein folds, it can go to work in the cell through
binding to other molecules, or its motions, or
working together in complex assemblies. Some
computer algorithms are designed to get in-
sights about poorly understood proteins by
looking at proteins with known structures. For
another thing, computing can leverage the laws
of physics for understanding the motions and

actions of biomolecules. The former approach
is called structural bioinformatics (SBI) and
the latter, computational molecular physics
(CMP). Today’s computational modeling is
often a combination of both. For protein story-
telling, what’s usually asked of SBI is to reveal
a native structure. But the native structure is a
single static snapshot, often insufficient to
tell the story of how the protein works. What’s
missing in SBI is the physics—the driving
forces, the causes and effects, the intermediate
steps—the how’s, not just the what’s. What’s
asked of CMP is to reveal the forces, motions,
binding, and actions, in addition to struc-
tures. Atomistic physical modeling with force
fields, often sampled by molecular dynamics
(MD), draws upon our knowledge of covalent
and noncovalent bonding in molecules, how
those interactions are affected by the solvent
water molecules, the considerable role of en-
tropies, and how it all manifests in the com-
plex environment inside the protein.

CMP helps to write the stories
of biomolecules

Molecular physics aims to accomplish the
following: (i) Reveal causalities, by allowing
investigations of the driving forces, dynamics,
and motions. (ii) Give the intermediate steps
in time and space, angstrom by angstrom,
nanosecond by nanosecond—narratives of
molecular actions such as folding, binding,
and rearrangements. (iii) Give conformational
distributions, not just a single averaged struc-
ture. Proteins writhe and deform in ways that
are needed for matching our stories to expe-
riments. Drugs often don’t bind “key-in-lock”
to preexisting protein cavities; they push the
protein into a new shape that we seek to learn.
(iv) Systematize, giving a common language
for our storytelling. In principle, physical mod-
eling is transferable: to different proteins, dif-
ferent ligands, different binding situations,
or different experimental conditions, includ-
ing those not yet measured. And physics-
based models are less susceptible to errors of
so-called hasty generalization (i.e., incorrect

inferences from too little data), so their para-
meters can be systematically improved. (v)
Go beyond limitations of databases. Physical
modeling can be applied to classes of bio-
molecules that are sparsely represented in
databases, such as membrane proteins, or
molecules that are intrinsically disordered,
large, or complexed. These are not well popu-
lated in databases because experiments are
difficult. But they obey the same laws of physics.
CMP needs large computations. In practice,

it means sacrificing some accuracy in the phys-
ical model, or limiting the time scale simulated
to those shorter than the biological actions of
interest. To reach for the deepest truths, we
need to root our stories in our deepest under-
standing of nature. And though CMP modeling
entails simplifications and approximations, it
nevertheless provides today’s best achievable
description of the underlying physics con-
sistent with achievable computational costs.

CMP uses physical potentials
and Boltzmann sampling

The properties of molecules are governed by
quantum mechanics (QM). But QM compu-
tations are much too costly for large, flexible
systems like proteins in water. So, in biomo-
lecular modeling, true forces are approximated
using force fields. Such models treat molecules
as having preferred bond lengths and angles
and describe other interatomic interactions as
a combination of van der Waals and Coulomb
forces, including the impact of solvation (2)—
typically in water—and ultimately of proteins’
preferential conformations. Molecular force
fields originated in the 1960s and ’70s (3–13);
they were pioneered by Allinger, Lifson, Kollman,
and Scheraga, in addition to Levitt, Warshel,
and Karplus, whose achievements were recog-
nized by the 2013 Nobel Prize in Chemistry.
They continue to undergo systematic improve-
ment by a large community (14–20).
But knowing accurate physical potentials is

only part of the problem. To generate faithful
protein stories, modeling must respect other
physics: the nature of movement and change
and the laws of thermodynamics. Dynami-
cal processes must follow Newton’s laws of
motion. Equilibrium modeling must give the
Boltzmann distribution of conformational
populations—and thus free energies, which
are where models meet experiments. The latter
can only be fulfilled by using special sampling
approaches, such as Monte Carlo (MC) or MD,
sometimes accelerated by enhanced sampling
(21). MD computations are expensive because
they require femtosecond timesteps, to avoid
violating Newton’s laws (22). And even though
such methods have now become relatively ef-
ficient, they still entail compromises, and the
stories that are most faithful to nature are of
the simplest proteins, the shortest time scales,
or the smallest actions.
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A key consideration is always speed versus
accuracy. To gain speed, you can use coarse-
grained models. Coarse-grained modeling
lumps together atoms into larger rigid units
(23–26). This approach is useful when you
know in advance which degrees of freedom are
relevant to the problem at hand. Conversely,
some questions, involving mechanisms of
enzyme reactions or spectroscopic observables,
for example, require quantum-mechanical de-
tails, including the electrons on all or part of
the protein. Including such details increases
the cost of the calculation and is tractable
only when protein movements are small. Al-
though important advances have been made
with both of these approaches, atomistic CMP
modeling remains a popular compromise be-
tween speed and accuracy for much of biology
and drug discovery and is the focus of this
review.

CMP has been both a driver and beneficiary
of many advances

As computer power has grown exponentially,
so has CMP modeling power (Fig. 1). The first
stories told were of how proteins fold and
how they bind small molecules, both of which
have relevance to drug discovery. The earliest
computational physics of proteins, in the 1960s
and ’70s (27), was done largely on central
mainframes. Then came labclusters in the
’90s and supercomputing. Among the first
protein-folding stories, in 1998, was one from
van Gunsteren and co-workers on peptides
(28) and one from Duan and Kollman and
their colleagues, who applied supercomputing
to attempt to fold the villin headpiece, one of
the smallest foldable proteins (29).
Protein modeling is now a major activity of

public supercomputers. The demand for better
CMP modeling of biomolecules has driven

advances in high-performance computing,
including (i) the IBM Blue Gene computer
(30); (ii) Folding@Home, a distributed grid
network developed by Pande and Shirts at
Stanford (31); and (iii) D. E. Shaw and col-
leagues’ special purpose Anton and Anton 2
supercomputer (32, 33).

CMP modeling has advanced at Moore’s law rates

Advances have come not only from computer
hardware. CMP has also advanced from sys-
tematic improvements in atomistic force fields,
solvation, sampling, and workflows. The first
MD simulations, in 1977, sampled motions of
a small protein representing a real time of only
about 3 ps and necessarily left out an essen-
tial component, namely, the water solvent (27).
Today’s simulations are run with quality force
fields and models of surrounding solvent or
membrane, and over much longer time scales,
through developments described below. An
important milestone, which was reached about
a decade ago, was simulating time scales of
milliseconds and longer. This has been trans-
formative because these are the time scales
on which large-scale, biologically interesting
motions appear.

Enhanced sampling methods help to tell
bigger stories

Today’s storytelling is often limited to small
proteins, simple actions, or short time scales.
To tell bigger stories, we need faster and more
efficient conformational searching and sampl-
ing. Advances are coming from enhanced
samplingmethods, such asmetadynamics (34),
replica exchange molecular dynamics (REMD)
(35), simulated annealing (36), adaptive force
biasing (37), and umbrella sampling (38) [for
reviews, see (39, 40), and for the basic concepts
see (21, 41)]. Also important has been system-
atic improvement in measuring and control-
ling errors, such as through the multi-state
Bennett acceptance ratio estimator (MBAR)
(42) and the weighted histogram analysis
method (WHAM) (43).
Protein structuremodeling can benefit from

harnessing external information, an approach
called integrative modeling (44). Computer
algorithms can be accelerated by leveraging
additional SBI insights about protein struc-
tures. For example, Rosetta (45), Quark (46),
Dock 1 (47), Cluspro (48), Haddock (49),
MODELLER (50), and IMP (51) do this to
outstanding effect for certain structure-based
computations. However, methods for leveraging
external information often require sacrificing
the ability to give Boltzmann populations, free
energies, or dynamics.
An alternative integrative approach is MELD

(modeling employing limited data), an acceler-
ator of MD that also retains the advantages
of the physics (52, 53). MELD-accelerated MD
(MELD x MD) melds external information or

directives about the end state of interest with
CMP, in away that preserves Boltzmannpopu-
lations. It uses Bayesian inference to leverage
noisy, combinatoric, corrupted, sparse, or ambi-
guous information, to accelerate MD, often by
orders of magnitude. It adds value in protein
structure prediction from sequences (52, 54, 55),
native structure determination in conjunction
with problematic experimental data (53, 56),
ligand binding to proteins (57–59), and finding
dynamical routes of conformational change
processes (60).

CMP can tell dynamical stories

Some protein stories are about dynamics and
motions. In those cases, we seek the sequences
of events (i.e., the pathways or routes) and
their speeds (i.e., the transition rates). Path-
ways can be studied in CMP by using long
simulations of individual trajectories (61). But
long trajectories are expensive to compute and
hard to converge, owing to many stochastic
meanderings. Often, the story line is better
obtained by dividing the possible routes into
multiple short trajectories that can be com-
puted in parallel, each of which traverses
fewer states. Increasingly, studies of processes
are done by stitching together many short
simulations in parallel.
One strategy for computational paralleliza-

tion is Markov state modeling (62–68). Markov
state models (MSMs) use short trajectories in
parallel to efficiently compute the rates and
routes of protein motions and actions (69),
protein-folding pathways (70), motions and
dynamics (71), and ligand binding (72) and
unbinding (73). MSMs are best when a path-
way has a few dominant routes (“superhigh-
ways” in conformational space).
Another parallelization strategy is mileston-

ing, which is best when a process has a
dispersed diffusional route structure (74). In
milestoning, a path along a predefined reac-
tion coordinate is metaphorically “fenced off
into different time zones,” called milestones.
Each milestone boundary is a starting point
for spawning independent parallel trajectories
to the next milestone. First-passage times are
computed, then combined, to give the time
evolution of the whole process. Milestoning
is effective in simulating binding (75), mem-
brane dynamics (76), and transitions between
protein conformations (77). Milestoning relies
on the assumptions that the transition events
between successive milestones and the time
lags between these transitions are statistically
independent.
The weighted ensemble method (78) also

fences off conformational space into zones
but then spawns new daughter trajectories
whenever a trajectory hits a fence that leads
to an “interesting” area of the phase space.
This enhances the samplingof interesting events
while providing a rigorous nonequilibrium
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Fig. 1. Molecular simulations have improved
faster than Moore’s law. Blue: MD simulations
have accessed exponentially longer time scales of
molecular motions over the past 50 years. Gray: For
reference, Moore’s law of increased densities of
transistors on microchips (136).
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reweighting scheme to learn the unbiased time
evolution of the trajectory (79).

Blind competitions are validating our
storytelling tools

How do we know if our stories are true? This
question applies to both types of stories—
those from structural biology and those from
CMP. It has long been difficult to model the
native structures—and tell the stories—of most
proteins. It still is. But the field was advanced
enormously in 1994 when John Moult intro-
duced a new type of community-wide blind-
test event (80). In CASP (critical assessment of
protein structure prediction), a core team of
assessors releases various amino acid sequen-
ces onto awebsite.Modelers then have a short,
fixed time to submit their predictions of that
sequence’s three-dimensional (3D) structure.
Subsequently, the trueexperimentallydetermined
3D structures are released. The assessors then
compare and evaluate all the predictions. This
event has brought considerable value. Blind
testing helps eliminate our biases, accelerate
our learning, and enhance our communal
interests.
Until recently, CMP modeling has been too

slow to compete, so CASP has given insights
mostly about SBI modeling. Because SBI
methods draw inferences from other known
protein structures, SBI predictors are most
successful when a closely related PDB tem-
plate protein can be found. And SBI successes
at CASP have benefited from (i) rapid growth
of the PDB database; (ii) algorithms for im-
proved alignments of the target with the
PDB template protein (such as PSIBLAST (81));
(iii) using protein fragments rather than indi-
vidual amino acids as units of structure; (iv)
using information fromsequence coevolution
(82) to identify native contacts; and recently,
(v) deep learning (DL) modeling; see Fig. 2.
CASP has spawned other protein computa-

tional competitions. Among the newest is the
EM validation challenge, started in 2019,
which tests protein structures computed from
limited EM data (83). Other events concern
binding actions [CAPRI (Critical Assessment
of Prediction of Interactions], which began in
2001, addresses multiple proteins binding to
each other. SAMPL (Statistical Assessment
of the Modeling of Proteins and Ligands),
initiated in 2008 (84), is about predicting
solvation free energies, binding affinities, host-
guest conformational sampling, and pKa’s
(acid dissociation constants) of small mole-
cules. D3R (Drug Design Data Resource),
first run in 2015, evaluates small-molecule and
drug-like ligands bound to proteins (85).] And
still other events focus on the functions of pro-
teins [CAFA (Critical Assessment of protein
Function Annotation), initiated in 2013, as-
sesses protein function predicted from amino
acid sequences (86) and CAGI (Critical Assess-

ment of Genome Interpretation), now in its
fifth iteration, assesses effects of mutations
on the stabilities and functions of proteins
(87).] DREAM (Dialogue on Reverse Engi-
neering Assessment and Methods), estab-
lished in 2006, is crowdsourcing competitions
in computational biomedicine for disease and
drug discovery (88). These communal blind
events have advanced our understanding
of methodology through systematic compar-
ative evaluations. They provide benchmarks
of the year-to-year progress in computa-
tional protein modeling, illuminating the best
methods and indicating where improvements
are needed.

CMP is now becoming competitive in blind
communal tests

Over the past half-decade, physics-based
methods have become fast enough to enter
the protein modeling competitions (89, 90).
Physical methods predict more than is tested
by these competitions, but these events pro-
videquantitative touchstones that any storytelling
toolmust get right. If our stories don’t have the
correct ending (native structure), how can we
trust the rest of the story? And, whereas blind
competitions help advance CMP, conversely,
CMP adds value to protein structure predic-
tion. CMP can circumvent an Achilles heel of
SBI, namely, the need for structure databases,
homologymodeling, and sequence alignments.
CMP can tackle proteins that don’t resemble
known proteins. Some successes from the 2018
events are reported below.

Predicting native structures, assisted by data

Experimental structural biology provides data,
but computations are needed to leverage that
data to give an atomically detailed structure.
CASP’s structure refinement category asks:
Are approximately correct structures improv-
able? Early CASP results showed that trying to
improve one SBI algorithm by another SBI
method was mostly unsuccessful (91). How-
ever, recently, Feig and others have shown
good success in improving SBI predictions
by CMP approaches; see Fig. 3A (i) (92). In
one CASP event category, predictors are given
sparse NMR data from nuclear Overhauser
effect spectroscopy and dipolar couplings.
On its own, these data are not sufficient to de-
termine a native structure. CASP asks whether
computations can augment this data to give
correct structures. The best predictor in this
CASP category in 2018 was a CMP method,
MELD xMD; see Fig. 3A (ii) (56, 93). The 2019
first EM validation challenge provided data
from cryo-EM for predicting the structure of
a protein at different EM map resolutions,
and the structure of a protein-ligand complex
at a single resolution (94). By several metrics,
including root mean square deviation (RMSD),
all predictors gave fairly accurate structures.

But a CMP method (MELD x MDFF) also gave
the best-fitting map, at a resolution of 2.3 Å;
see Fig. 3A (iii). Structure 3AJO in Fig. 3B shows
good agreement between the predicted (blue)
and true (orange) native structure.

Predicting a native structure from
sequence alone

More challenging than predicting a structure
by using ancillary data is CASP’s T0 category,
for predicting structure from the amino acid
sequence alone. For a few small, simple proteins,
CMP methods succeed at these ab initio folding
tests, from amino acid sequence alone (Fig. 3B).
Each image in that figure gives its CASP target
IDnumber (Txxx) and theRMSDerror between
the predicted (blue) and true (orange) native
structure. For protein target T0958, a CMP
model was the best prediction in CASP among
all submitted (black triangle, Fig. 2). Although
CMP modeling in CASP does not require ex-
ternally supplied structural knowledge, the
result in Fig. 3B was accelerated by seeding
SBI server–predicted structures as initial struc-
tures for the simulation.

Predicting the tightness of binding

In the 2018 D3R grand challenge 4, predic-
tors were given a target protein, cathepsin S,
and 39 ligands that bind to it, spanning three
orders of magnitude in binding affinity. The
challenge was to compute the binding affinities
(95). In this test, CMP free-energy calculations
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outperformed all other methods (including
DL) to achieve an RMSE (root mean square
energy error) of 0.49 kcal/mol over all ligands;
see Fig. 3A (iv) (96). A second test, of protein
BACE1 bound to a challenging set of ligands,
which have multiple scaffolds and high chem-
ical and structural diversity, was not successful
(95). However, CMP was partially successful
in finding correct docking orientations; see Fig.
3C (59). A 2013 SAMPL 4 challenge sought
small-molecule inhibitors of the HIV integrase
catalytic core domain (97). CMP performed sig-
nificantly better than control and null models
(98); see Fig. 3A (v).

Predicting the shape fitting of two proteins
binding together

It is currently challenging to predict the
structure and relative orientations of two
proteins that are bound to each other, starting
from knowledge of only their amino acid se-
quences. If successful, it would pave the way
to atomistic modeling of whole biochemical
pathways, the elementary units of which are
pairs of interacting proteins. Today’s successes
require much more input knowledge. If the

conformation of the bound formof both proteins
are already known, then existing algorithms
can often find the right docked structure by
rigid body rotations of one relative to the
other (99–101). A step in the direction of the
grander challenge was protein T121 in CAPRI
round 38: seeking the binding conformation
of a protein of known shape to a peptide that
is unstructured prior to binding. The chal-
lenge is to find the induced structure of the
peptide in its bound state. In this case,
combined with a rigid-body front-end step,
MELD x MD gives a medium-quality model
(58, 101).

Predicting conformational populations,
foretelling when structures are right

Here is a common problem in predictions:
An algorithm outputs several plausible native
structures, but we don’t know which one is
right. SBI methods don’t provide a principle
for choosing and have traditionally not been
able to tell (89). The physically principled way
to choose is to know the free energies (i.e.,
the relative populations). CMP methods can
compute these. Indeed, as MD modeling has

recently entered CASP, its predictions of rela-
tive populations have been shown to correctly
foretell when its methods have found the true
native structure (52–54).

MD can predict structures without
assistance from homology models

For some proteins, there are no templates in
the PDB that are good starting points for
bioinformatics predictions of native structures.
Because CMP methods make predictions from
physical principles and don’t require starting
structural knowledge, they can often predict
protein structures that database methods can-
not (55). At the moment, however, the greatest
power is still achieved by combining CMPwith
external structural information (52–54, 56).
CMP plus information is still CMP, provided it
satisfies the physics of Newton and Boltzmann.
In short, CMP methods have now reached

two key mileposts. (i) They are computation-
ally fast enough to enter communal blind
competitions, and (ii) they add value in some
cases. However, CMP is still computationally
expensive; does not yet have turn-key reli-
ability across challenges; is best when some
constraints are known; and is limited to small,
simple proteins and ligands. But these are
early days. Below are some stories being told;
see also (21, 102).

A few of the stories being told by CMP

CMP modeling has several roles. It helps to
turn NMR, x-ray, and cryo-EM data into protein
structures; to compute binding affinities that
can be actionable in discovering new drugs;
and to establish detailed principled narratives
about biomolecule behaviors and their actions
in the cell. Below are a few examples.

Resolving the paradox of protein-folding
route heterogeneity

A long-standing puzzle entails the routes of
protein folding. Is there a general kinetic
principle by which all proteins fold from
their unfolded state to each one’s unique native
state? The issue has hinged on the meaning
of the word “pathway.” For experimentalists,
a pathway is often defined on the experimen-
tal macroscale as a single predominant se-
quence of events. For theorists, a pathway is
often defined by the simulational microscale
watching the individual wiggling of each trajec-
tory. State-of-the-art MD simulations over the
past decade have shown that individual mole-
cules reflect the heterogeneity expected from
statistical mechanical theories, yet with aver-
age behaviors that reflect the routes that ex-
perimentalists see (103–105), resolving such
paradoxes. An important side consequence
of modeling pathways is the demonstration
that the molecular physics alone can accurately
predict the pathway end states, namely, the
native structures of (small, simple) proteins,
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without the need for homology modeling of
other reference proteins (55, 104, 105).

Computing drug–protein affinities

A major objective has been to compute how
tightly a chemical (natural ligand or drug, for
example) can bind to a protein. So-called dock-
ing methods can often estimate a pose, what
protein crevice the molecule might fit, and
how it orients inside it. But more crucial for
understanding biological mechanisms and
protein stories is how tightly it binds. This is
becoming increasingly possible through CMP.
Here are some of the advances (106–110): (i)
A test of small ligands in different proteins.
In 2015, the Schrodinger group modeled 200
ligands in eight proteins (108), giving the
results in Fig. 4A. (ii) Computing selectivities.
Aldeghi et al. computed the selectivities of
ligandbinding across a family of relatedproteins
(111); see Fig 4B. (iii) Complex flexible ligands.
Morrone et al. (57) computed the relative bind-
ing affinities of highly flexible peptide ligands
(P53 mutants) to MDM2 andMDMx proteins;
see Fig. 4C. (iv) Mutations in protein-protein
binding. Free energies of binding one protein
to another can change upon mutation. Some
are now accurately captured by CMP (112);
see Fig. 4E. The average errors are very
small, 0.27 kcal/mol. Similarly small average

errors are found for CMP predictions of mu-
tational effects on protein stabilities (113).
The high accuracy likely reflects the relative
maturity of today’s force fields designed to
handle proteins. Force fields for more diverse
molecules, such as small-molecule drugs and
ligands, are not as accurate, but communal
efforts (114) are improving them. (v) Thermo-
dynamic components.MDsimulations are now
also giving the thermodynamic components,
enthalpy and entropy, of binding, which give
additional insights for storytelling about mo-
lecular recognition (115, 116).

Mechanisms of ligand dissociation and
off-rate estimation

There is interest in knowing not just the
affinity of a ligand molecule for a protein, but
also its off-rate. The off-rate (koff) is a measure
of the residence time that the ligand spends in
the site and is sometimes a better predictor
of biological efficacy than is the equilibrium
binding affinity (K = kon/koff) (117). Even
though some off-rates are known to be as slow
as minutes, advanced-sampling MD simula-
tions give good agreement with experiments
(118, 119), including over these slow time scales
(120). MD simulations identified the mecha-
nisms underlying slow off-rates in a tubercu-
losis drug target, guiding the rational design of

new ligands with even longer residence times.
Subsequent synthesis, crystallography, and
kinetic assays have confirmed the predictions
(121, 122).

Mechanisms of amyloid aggregation

No experiment is yet granular enough to show
the molecular events as protein chains come
together to form the amyloid fibers that are
relevant to diseases of neurodegeneration.
MD simulations are elucidating the kinetic
steps (123–126) and giving insights into new
drug discovery approaches (127).
Space here does not allow us to review the

many other important emerging stories, about
how transducing proteins convert the chemical
energy of adenosine 5´-triphosphate hydrolysis
intomechanicalwork and forces, howallosteric
“action-at-a-distance” conformational changes
transmit chemical signals across large mol-
ecules, how kinase proteins send signals in
cancer cells, and how molecules cause bio-
logicalmotions by “walking” along tracksmade
of other proteins.

What lies ahead?
How can we model bigger proteins, bigger
motions, and longer time scales?

We need continued improvements in force
fields and solventmodels.We need need faster
and more targeted searching and sampling, to
reduce the combinatorial nightmare of con-
formational space. One innovative idea is to
estimate entropies by using ideas based on
computer compression algorithms (128). One
new accelerator of molecular dynamics is
Boltzmann generators, which use deep learn-
ingmethods to learnwhere to find the deepest
free-energy wells on landscapes (129) and im-
prove sampling (130). And quantum comput-
ing might ultimately help us tackle these big
stochastic optimization challenges. But we
also need more than better hardware alone,
because the scaling to larger proteins is a big-
ger problem than even continued advances
based on Moore’s law can solve.

The role of deep learning

DL can bring insights into protein structures
that can complement the CMP’s insights into
the physics. In December 2018, the CASP
evaluators reported notable success from
AlphaFold, a new DL method from Google’s
London-based DeepMind group and other
groups (131). The superior ability of DLmethods
(131, 132) in harnessing data relative to earlier
statistical methods led to the best results in
CASP’s free modeling category (90). The ad-
vance from DL was about twofold that of the
average natural biennial advance in CASP. DL
is powerful when given either large databases
to learn from, or when some rules—such as in
games—can be used to generate input. Alpha-
Fold learned from the protein structures in the
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PDB. But DL does not know what it cannot
see. In drug discovery, what’s most needed
is to generate diversity, i.e., new classes of
molecules that are not already known drugs
(133, 134). Protein storytelling can benefit
from both DL for insights from knowledge
bases and from CMP for causation and driving
forces, motions, and binding, where structures
are heterogeneous, and where we need to
understand the role of the protein’s external
environment.

Summary

CMP is an increasingly powerful tool for tell-
ing the stories of protein molecule actions.
Systematic improvements in force fields, en-
hanced sampling methods, and accelerators
have enabled CMP to reach time scales of im-
portant biological actions and opened the
door to evaluation in communal blind events,
like CASP. These time-scale successes were fore-
cast a quarter-century ago (135). At this rate,
in the next quarter-century, we’ll be telling
stories of protein molecules over the whole life
span—tens of minutes—of a bacterial cell; per-
haps the updated version of this article will be
called “Cellular storytelling through physics.”
CMP is increasingly grounding our narrative
stories of the biological actions of proteins
in principled physics.
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In vivo Perturb-Seq reveals neuronal and glial
abnormalities associated with autism risk genes
Xin Jin*, Sean K. Simmons, Amy Guo, Ashwin S. Shetty, Michelle Ko, Lan Nguyen, Vahbiz Jokhi,
Elise Robinson, Paul Oyler, Nathan Curry, Giulio Deangeli, Simona Lodato, Joshua Z. Levin,
Aviv Regev*†, Feng Zhang*†, Paola Arlotta*†

INTRODUCTION: Human genetic studies have re-
vealed long lists of genes and loci associated
with risk for many diseases and disorders,
but to systematically evaluate their pheno-
typic effects remains challenging.Without any
a priori knowledge, these risk genes could
affect any cellular processes in any cell type
or tissue, which creates an enormous search
space for identifying possible downstream
effects. New high-throughput approaches are
needed to functionally dissect these large gene
sets across a spectrum of cell types in vivo.

RATIONALE:Analysis of trio-basedwhole-exome
sequencing has implicated a large number of
de novo loss-of-function variants that con-
tribute to autism spectrum disorder and devel-
opmental delay (ASD/ND) risk. Such de novo
variants often have large effect sizes, thus
providing a key entry point for mechanistic
studies. We have developed in vivo Perturb-
Seq to allow simultaneous assessment of the
individual phenotypes of a panel of such risk
genes in the context of the developingmouse
brain.

RESULTS: Using CRISPR-Cas9, we introduced
frameshiftmutations in 35 ASD/ND risk genes
in pools, within the developing mouse neo-
cortex in utero, followed by single-cell tran-
scriptomic analysis of perturbed cells from the
early postnatal brain. We analyzed five broad
cell classes—cortical projection neurons, cortical
inhibitory neurons, astrocytes, oligodendro-
cytes, and microglia—and selected cells that
had received only single perturbations. Using
weighted gene correlation network analysis,
we identified 14 covarying gene modules that
represent transcriptional programs expressed in
different classes of cortical cells.
These modules included both those affect-

ing common biological processes across multi-
ple cell subsets and others representing cell
type–specific features restricted to certain sub-
sets. We estimated the effect size of each per-
turbation on each of the 14 gene modules by
fitting a joint linear regressionmodel, estimat-
ing how module gene expression in cells from
each perturbation group deviated from their
expression level in internal control cells. Per-
turbations in nine ASD/ND genes had signif-

icant effects across five modules across four
cell classes, including cortical projection neu-
rons, cortical inhibitory neurons, astrocytes, and
oligodendrocytes. Some of these results were
validated by using a single-perturbationmodel
as well as a germline-modified mutant mouse
model.
To establish whether the perturbation-

associated gene modules identified in the
mouse cerebral cortex are relevant to human
biology andASD/NDpathology, we performed
co-analyses of data from ASD and control
human brains and human cerebral organoids.
Both gene expression and gene covariation
(“modularity”) of several of the gene modules
identified in the mouse Perturb-Seq analysis
are conserved in human brain tissue. Compar-
ison with single-cell data from ASD patients
showed overlap in both affected cell types and
transcriptomic phenotypes.

CONCLUSION: In vivo Perturb-Seq can serve as
a scalable tool for systems genetic studies of
large gene panels to reveal their cell-intrinsic
functions at single-cell resolution in complex
tissues. In this work, we demonstrated the ap-
plication of in vivo Perturb-Seq to ASD/ND risk
genes in the developing brain. Thismethod can
be applied across diverse diseases and tissues in
the intact organism.▪
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In vivo Perturb-Seq reveals neuronal and glial
abnormalities associated with autism risk genes
Xin Jin1,2,3,4*, Sean K. Simmons3,5,6, Amy Guo3, Ashwin S. Shetty2,3,5, Michelle Ko2, Lan Nguyen3,6,
Vahbiz Jokhi2, Elise Robinson3,5,7, Paul Oyler2, Nathan Curry2, Giulio Deangeli2, Simona Lodato8,
Joshua Z. Levin3,5,6, Aviv Regev3,6,9,10*†‡, Feng Zhang3,4,10*†, Paola Arlotta2,3,5*†

The number of disease risk genes and loci identified through human genetic studies far outstrips the
capacity to systematically study their functions. We applied a scalable genetic screening approach, in
vivo Perturb-Seq, to functionally evaluate 35 autism spectrum disorder/neurodevelopmental delay
(ASD/ND) de novo loss-of-function risk genes. Using CRISPR-Cas9, we introduced frameshift mutations
in these risk genes in pools, within the developing mouse brain in utero, followed by single-cell RNA-
sequencing of perturbed cells in the postnatal brain. We identified cell type–specific and evolutionarily
conserved gene modules from both neuronal and glial cell classes. Recurrent gene modules and cell
types are affected across this cohort of perturbations, representing key cellular effects across sets of
ASD/ND risk genes. In vivo Perturb-Seq allows us to investigate how diverse mutations affect cell
types and states in the developing organism.

H
uman genetic studies have uncovered
associations between genetic variants
in tens of thousands of loci and complex
human diseases (1–3). In particular, anal-
ysis of trio-based whole-exome sequenc-

ing (WES) has implicated a large number of
de novo loss-of-function variants that con-
tribute to the risk of neurodevelopmental
pathologies, including autism spectrum dis-
orders and neurodevelopmental delay (ASD/
ND) (4, 5). Compared with common variants
identified through genome-wide association
studies (GWASs), such de novo risk variants
often have large effect sizes, are highly pene-
trant, and occur within a gene’s coding region,
thus providing a crucial entry point for disease
modeling and mechanistic studies.
However, a major challenge remains in iden-

tifying the point of action of each of thesemany
risk genes. For example, ASD/ND comprises
a broad collection of neurodevelopmental

disorders with highly heterogeneous genetic
contributions, including hundreds of highly
penetrant de novo risk variant genes (6). More-
over, there is substantial diversity in the func-
tion of the gene products that these genes
encode, precluding a clear a priori prediction
of the underlying brain cell types, develop-
mental processes, and molecular pathways af-
fected during neurodevelopment (7). Few of
these risk genes have been studied in animal
or cellular models, and thus, their function
during brain development remains poorly
defined. Because of the labor-intensive and
time-consuming nature of generating and ana-
lyzing individual knockout animal models for
functional investigation, it is crucial to devel-
op phenotyping methods that are scalable,
general-purpose, high-resolution, and high-
content to identify tissue- and cell type–specific
effects of genetic perturbations in vivo.
To address these challenges, we developed

in vivo Perturb-Seq, a scalable genetic screen,
to investigate the function of large sets of genes
at single-cell resolution in complex tissue in vivo.
We applied in vivo Perturb-Seq in utero in mice
to study the effect of a panel of ASD/ND risk
genes on brain development.

In vivo Perturb-Seq to assess the function
of ASD/ND risk genes

We chose ASD/ND candidate genes from a re-
cently published WES study of 11,986 cases
with 6430 ASD/ND probands (table S1) (4).
We initially prioritized 38 candidate genes
(of which 35 were retained in the final anal-
ysis) (table S1) that harbor de novo variants
specific to ASD/ND patients within the broader
class of neurodevelopmental disability (fig.
S1A and table S1). These ASD/ND risk genes

are expressed in human brain tissue, as as-
sessed by the BrainSpan bulk RNA-seq dataset
(8); some are highly expressed at embryonic
stages, and others are highly expressed from
early postnatal to adult stages (fig. S1B). On
the basis of mouse cortical single-cell RNA-
sequencing (scRNA-seq) data, the orthologs
of these ASD/ND risk genes are expressed in
diverse cell types (fig. S2) [embryonic day 18.5
(E18.5) data are from the 10x Genomics public
dataset (9); P7 data are from this work]. Thus,
these ASD/ND genes could in principle act
in many different cell types and temporal
frames, requiring scalable methods to test
gene function across a range of cell types and
developmental events.
For in vivo Perturb-Seq, we used Cas9-mediated

genome editing (10–12) in a pooled approach
to introducemutations in each of the ASD/ND
risk geneswithin progenitor cells of themouse
developing forebrain in utero, followed by
scRNA-seq at P7 to read out both a barcode
identifying the perturbation and the expres-
sion profile of the perturbed cells (Fig. 1A).
Specifically, we used a transgenic mouse line
that constitutively expresses Cas9 (13) and
delivered pools of guide RNAs (gRNAs) target-
ing the different risk genes through lentiviral
infection into the lateral ventricles of the de-
veloping embryo in utero. Each lentiviral vector
contained two different gRNAs targeting the
5′-end coding exons of one ASD/ND gene (to
enhance knockout efficiency) and a blue flu-
orescent protein (BFP) reporter with a distinct
barcode corresponding to the perturbation
identity (10–12). To minimize vector recombi-
nation, we packaged each lentivirus separately
and then pooled viruses at equal titers.
We injected a pool of lentiviruses with equal

gRNA representation into the ventricles of the
developing forebrain at E12.5 (Fig. 1A). In this
approach, lentiviral injection leads to infec-
tion of neural progenitors lining the lateral
ventricle of the developing forebrain, including
progenitors of the neocortex and the ganglionic
eminences. Because lentiviral vectors inte-
grate into the genome, the progeny of the in-
fected progenitors are labeled by BFP and carry
a perturbation barcode corresponding to the
target ASD/ND gene.
Both immunohistochemical analysis and

scRNA-seq of BFP+ cells at P7 showed that the
Perturb-Seq vectors were expressed across a
variety of neuronal and glial cell types in the
cortex (Fig. 1, B and C, and fig. S3, A and B).
Although microglia originate mostly from out-
side the targeted germinal zones, we detected
lentiviral vector expression in cortical microg-
lia, indicated by the presence of BFP as well
as perturbation barcode expression, across
multiple individual experiments (fig. S4, E
and F). Although it is unclear how microglia
are labeled in our experimental procedure,
it is possible that the in utero injection could
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have led to either local lesions that recruited
and expanded the number of microglia along
the injection tract or that microglia were la-
beled within the parenchyma along the same
tract. Overall, our approach allowed us to ex-

amine the effects of each perturbation across
a wide range of cell types from distinct brain
regions (such as cortical projection neurons,
interneurons, astroglia, and oligodendrog-
lia), and under sparse labeling conditions in

which less than 0.1% of cells in the cortex
were perturbed, and thus development of in-
dividual perturbed cells was highly unlikely
to be affected by perturbed neighboring cells
(fig. S3, A to C).
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Fig. 1. In vivo Perturb-Seq to investigate functions of a panel of ASD/ND
risk genes harboring de novo variants. (A) Schematics of the in vivo Perturb-
Seq platform, which introduces mutations in individual genes in utero at E12.5,
followed by transcriptomic profiling of the cellular progeny of these perturbed
cells at P7 by means of scRNA-seq. (B) t-distributed stochastic neighbor
embedding (t-SNE) of five major cell populations identified in the Perturb-Seq
cells. (C) In vivo Perturb-Seq lentiviral vector carrying an mCherry reporter drives

detectable expression within 24 hours and can sparsely infect brain cells across
many brain regions. Scale bar, 1000 mm. (D) Cell-type analysis of in vivo Perturb-
Seq of ASD/ND de novo risk genes. Canonical marker genes were used to
identify (left) major cell clusters and (right) cell-type distribution in each
perturbation group. Negative control (GFP) is indicated with a black rectangle.
(E) t-SNEs showing the subclusters of each of the five major cell types, identified
by reclustering each cell type separately.
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In vivo Perturb-Seq targets diverse cell types
without affecting overall cell type composition
We performed the experiment with 18 differ-
ent cohorts of pregnant mice, for a total of
163 embryos, each subjected to the entire pool
of perturbations. We microdissected and dis-
sociated cortical tissues at P7, enriched the per-
turbed cells by means of fluorescence-activated
cell sorting (FACS), and used droplet-based
scRNA-seq to obtain each cell’s expression
profile along with its perturbation barcode.
The cell survival rate after FACS was 78%, and
we confirmed a 40 to 70% frameshift insertion
or deletion for each gRNA target among the
infected cells (fig. S3, D and E).
This multiplexed experimental design al-

lowed us to test the cell-autonomous effect
of all perturbations against the effect of a neg-
ative control construct targeting the endoge-
nous green fluorescent protein (GFP) in the
Rosa26 locus, thus controlling for effects re-
lated to viral infection and DNA double-strand
break, among other confounders. To minimize
batch-dependent variation, the control construct
was included in the same pool as that of the
perturbation vectors (fig. S3F). After quality
control, we retained for further analysis a total
of 46,770 neocortical cells across 17 high-
quality experimental batches. We partitioned
the cells into major cell classes using Louvain
clustering (14) and annotated them by known
marker gene expression (Fig. 1D) (15, 16).
We focused on five broad cell populations

from this cortical dataset for downstream
analysis: cortical projection neurons (8450 cells),
cortical inhibitory neurons (5532 cells), astro-
cytes (9526 cells), oligodendrocytes (4279 cells),
and microglia/macrophages (8070 cells)
(thus excluding vascular, endothelial, and con-
taminant hippocampal and striatal cells). We
further filtered out some remaining low-quality
cells in these five major cell classes, retaining
35,857 high-quality cells (median of 2436 de-
tected genes per cell overall, and a median of
4084 genes in the projection neuron cluster,
as expected from their large size and known
high RNA content) (fig. S3G). We subclustered
each of the five major cell types separately and
annotated biologically meaningful subclus-
ters (Fig. 1E and fig. S6).
From inspecting the perturbation barcodes

from the lentiviral constructs, 92% of the cells
(33,231 cells) in these five major cell classes had
at least one perturbation read assigned to
them, and 50% had barcodes for a single gene
(18,044 cells) (fig. S4, A to C), reflecting the low
multiplicity of infection (fig. S4D). Because it is
rare for multiple ASD/ND loss-of-function risk
gene mutations to co-occur in patients, we
focused on the 18,044 cells that carried a sin-
gle perturbation. We found a median of 338
cells per perturbation. After excluding pertur-
bations with <70 perturbed cells, we retained
35 ASD/ND risk gene perturbations. BFP from

the lentiviral vector was robustly detected as
one of the most highly expressed genes in all
retained cells (fig. S4E). The BFP detection
rate in each cell type correlated with the av-
erage number of genes detected (fig. S4F), fur-
ther supporting the reliability of the readout.
ASD/ND risk gene perturbations had a very

modest effect on the presence and propor-
tions of these five major cell types relative to
the negative control (targeting the GFP gene).
Only loss of Dyrk1a had a significant effect on
cell type composition, increasing the proportion
of oligodendrocytes and reducing the proportion
of microglia and macrophages [false discovery
rate (FDR)–corrected P < 0.05 using Poisson
regression (17)] (Fig. 1D and fig. S5).

Covarying gene modules associate
with cell states

To assess whether ASD/ND genetic pertur-
bations caused molecular changes and alter-
ations in cell states, we first sought to define
gene modules that covary within each of the
five broad cell classes. As previous work has
shown (10–12, 18), focusing on gene modules
instead of individual genes provides more
statistical power to detect biologically mean-
ingful perturbation effects by using fewer cells
than would be required for single-gene–level
analysis and can capture diversity both within
and across cell types.
We first tested whether the expression of

known Gene Ontology (GO) gene sets (19) was
affected by calculating a gene-set expression
score for each cell and fitting a linear regres-
sion model to this score. After correcting for
multiple hypothesis testing, no GO termswere
significantly altered by any perturbation (table
S8). However, this approach is limited by the
large number of tests performed (one test per
GO term per cell type per perturbation, for a
total of 510,265 tests), as well as the limited
number of GO terms relevant to the develop-
ing cortex.
We therefore sought to identify gene mod-

ules de novo in our data using two approaches:
weighted gene correlation network analysis
(WGCNA), which identifies “modules” of genes
with correlated expression, and structural topic
modeling (STM), which attempts to reduce the
dimensionality of the gene expression matrix
and returns “topics” corresponding to the com-
ponents of this representation (Fig. 2A, figs.
S6 to S8, and tables S2 and S3) (20, 21). We
performed these analyses for each of the five
major cell clusters separately, to better identify
effects associated with specific cell types; our
nomenclature for the modules incorporates
the cell cluster analysis it is derived from (for
example, PN1 represents a module identified
through analysis of projection neurons). Each
of these analyses used the full set of perturba-
tions to identify effects shared across multiple
perturbations.We focused our subsequent anal-

ysis on the 14 modules identified with WGCNA
because they were highly correlated with one
or more topics returned by STM (fig. S7).
The 14 WGCNA modules comprised two

broad categories. Some reflected common
biological processes and were present across
multiple cell subsets (such as cell cycle, dif-
ferentiation, and maturation). For example,
module PN2 is associated with genes involved
in neurite development and varied across cells
in multiple projection neuron subclusters (fig.
S6A). Others represented cell type–specific fea-
tures specific to only some subsets (such as
subcluster-specific features of a neuronal
subtype). For example, module PN1 is a mod-
ule associated with two defined subclusters
of neurons of layer 4 and layer 5 (fig. S6A).

ASD/ND gene perturbations affect cell states
in multiple cell classes

Because the WGCNA analysis is expected to
recover gene modules associated with many
kinds of variation across the data, we next
tested the association of each risk gene per-
turbation with the 14 individual WGCNA gene
modules. We estimated the effect size of each
perturbation on each gene module by fitting
a joint linear regression model, estimating
howmodule gene expression in cells from each
perturbation group deviated from the GFP
control cells (Fig. 2, A and B). To ensure that
no single perturbation or batch dominated
the linear model, we down-sampled the cells
in each cell category so that no perturbation
had more than two times the median number
of cells over all perturbations. This linear re-
gression analysis was performed on mean-
centered and standard deviation–scaled module
scores, so effect sizes can be interpreted in
terms of standard deviations from the popu-
lation mean (Fig. 2B). Our modeling approach
assumes that module expression in individual
cells is independent after conditioning on the
experimental batch and that noise is normally
distributed. To evaluate the effects of these as-
sumptions, we also compared alternative ap-
proaches, including a linear mixed model–based
approach and a permutation-based approach
(fig. S9 and table S9).
Perturbations in nine ASD/NDgenes (Adnp,

Ank2, Ash1l, Chd8, Gatad2b, Pogz, Scn2a1,
Stard9, and Upf3b) had significant effects
across five modules (compared with the
GFP control, FDR-corrected P < 0.05) (Fig.
2B, indicated circles, and table S4): a module
associated with neurons of layers 4 and 5
(PN1, affected by perturbations in Adnp,
Ash1l, Scn2a1, and Stard9); modules rep-
resenting two distinct homeostatic signatures
in astrocytes (Astro1 affected by perturbation
of Scn2a1, and Astro3 affected by perturba-
tions of Chd8, Pogz, and Upf3b); a module
associated with oligodendrocyte progenitor
cells (ODC1, affected by perturbations of Chd8
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and Gatad2b); and a module associated with
Ndnf+ interneurons (IN1, affected by the per-
turbation of Ank2) (Fig. 2C and fig. S6).
The oligodendrocyte progenitor module

(ODC1) also had a significant amount of its

variation across the oligodendrocyte cell clus-
ter explained by the perturbation state overall
[van der Waerden test, a nonparametric alter-
native to analysis of variance (ANOVA), FDR-
corrected P < 0.05] (fig. S5C), suggesting that

this module represents most shared effects across
different perturbed genes. Collectively, the data
indicate that a selected group of perturba-
tions was able to affect recurrent gene mod-
ules with cell-type specificity and point to some
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Fig. 2. In vivo Perturb-Seq reveals cell type–specific effects of ASD/ND
risk gene perturbations. (A) Schematic illustration of the Perturb-Seq analysis
pipeline. (B) ASD/ND risk gene perturbation effects in different WGCNA gene
modules compared with GFP controls. Dot color corresponds to effect size, and
dot size corresponds to negative base 10 log(P value). Module gene lists are
presented in table S2. P values were calculated from linear modeling, and Padj

was calculated by means of Benjamini and Hochberg FDR correction. (C) The
four cell types and five gene modules that were altered by ASD risk gene
perturbations. (Top) Subcluster t-SNE of each cell class (repeated from
Fig. 1E for ease of comparison). (Bottom) Feature plots of gene module
expression scores and the top correlated genes within each module across
the relevant cell class.
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convergent effects across diverse ASD/ND
risk genes.

Single perturbation of Ank2 confirms
Perturb-Seq effect on an interneuron
gene module

In our multiplex in vivo Perturb-Seq results,
Ank2 perturbation led to increased expres-
sion of an interneuron module (IN1) (FDR-
corrected P < 0.05) (fig. S10). This module was
strongly correlated with a subcluster of inhibi-
tory interneurons expressing Ndnf (fig. S10, C
and D) and contains genes such as Kcnq5 (a
voltage-gated potassium channel) and Gabbr2
[g-aminobutyric acid (GABA) receptor sub-
unit] (fig. S6B and table S2). To validate our
finding from the pooled Perturb-Seq exper-
iment, we performed a single perturbation
targeting either Ank2 or GFP (control), fol-
lowed by scRNA-seq of neocortical cells at P7,
resulting in 2943 and 1716 high-quality cells,
respectively.
The individual perturbation experiment con-

firmed the results from the pooled Perturb-
Seq screen. Ank2-perturbed cells were present
across all cell types, and overall proportions of
cells were not significantly changed (fig. S10B).
Within the Ndnf+ interneurons, Ank2 pertur-
bation led to up-regulation of the IN1 module
(FDR-corrected P < 0.05) (fig. S10E), confirm-
ing the Perturb-Seq result. This finding indi-
cates that multiplexing perturbations in the
pooled approach does not significantly dis-
tort the results observed for an individually
perturbed gene.
Ank2 encodes an ankyrin protein and is

expressed broadly in excitatory and inhibi-
tory neurons as well as glial cells in the brain
(22). Studies examining Ank2 loss of function
suggest that it is involved in axonal morphol-
ogy, connectivity, and calcium signaling in ex-
citatory neurons (23–26). Our Perturb-Seq data
suggests a role of Ank2 in the Ndnf+ inter-
neuron subtype during cortical development,
in addition to its known roles in excitatory
neurons.

The ASD/ND risk genes Chd8
and Gatad2b alter gene modules
in oligodendrocyte progenitors

In our Perturb-Seq experiment, Chd8 and
Gatad2b perturbations significantly decreased
the expression of theODC1module in the oligo-
dendrocyte cluster (FDR-corrected P < 0.05)
[Fig. 3, A to D; an alternative measurement of
effect size is provided in fig. S11A, estimated
by log transcripts per million (TPM) gene ex-
pression differences]. The ODC1 module is
highly expressed in cycling cells and oligo-
dendrocyte precursor cells (OPCs) and lowly
expressed in committed oligodendrocyte pro-
genitor cells (COPs) and newly formed oligo-
dendrocytes (NFOLs), suggesting that this
module is linked to oligodendrocytematuration

(Fig. 3A) and therefore that perturbation in
Chd8 and Gatad2b might alter oligodendro-
cyte maturation. This is consistent with recent
reports that Chd8 loss of function potentiates
an impaired OPC development phenotype
caused by deletion of Chd7 (27).
We further investigated and validated this

result by examining oligodendrocyte develop-
ment in a Chd8 germline heterozygous mu-
tant model [because homozygous mutation is
embryonic lethal (28)], using several orthog-
onal methods. First, we used in situ hybrid-
ization for two canonical OPC markers that
are involved in fate specification, Cspg4 (a
member of the ODC1 module) and Pdgfra
(platelet-derived growth factor receptor A).
Both were down-regulated in P7 Chd8+/− cortex
(Fig. 3E and fig. S11, B to D), which is consistent
with our in vivo Perturb-Seq results. Second,
we used immunohistochemistry to examine a
later developmental time point, P11. OPC cell
number (such as PDGFRA+ cells) did not show
significant differences between the wild-type
and Chd8+/− littermates, which is also consistent
with in vivo Perturb-Seq; however, cells posi-
tive for myelin basic protein (MBP), a marker
of myelinating oligodendrocytes, were in-
creased in number and displayed increased
MBP amounts in the Chd8+/− mutant (FDR-
corrected P < 0.05, nonparametric ANOVA
test) (Fig. 3F). In combination with the Perturb-
Seq result that showed reduction in the
signature of oligodendrocyte progenitor-
expressed ODC1 module in Chd8-perturbed
cells, this suggests that Chd8 perturbation
may result in acceleration of the increase in
MBP amounts that occurs postnatally. These
data further demonstrate that in vivo Perturb-
Seq has the power to identify cell type–specific
molecular changes similar to those observed
in a single-gene, germline-modified mouse
model.

Perturb-Seq gene modules are conserved
between human and mouse

To establish whether the perturbed genemod-
ules identified in the mouse cerebral cortex
are conserved in human cells, we examined
the expression of each module across multiple
scRNA-seq and single-nuclei RNA-seq (snRNA-
seq) datasets fromhuman tissues: adult human
cortex (29), ASD donor cortex with matched
controls (31), fetal human cortex (31), and
3- and 6-month-old human brain organoids
(Fig. 4, A and B) (32). In the fetal brain and the
3-month-old brain organoid samples, glial cell
types were sparsely represented owing to the
early developmental stages of the samples (fig.
S12A). We identified human genes that had
1:1 orthologs to the mouse genes in each
module and asked whether the modules were
conserved, using two metrics: whether the or-
thologous genes were also expressed in the
corresponding cell type in the human data-

sets and whether the expression of the genes
in each module covaried across single cells
(as estimated from correlation), reflecting the
degree of “modularity” of these mouse gene
programs in humans.
The expression of each module was largely

conserved in all human datasets, with differ-
ent modules showing distinct levels of con-
servation of expression in each dataset (Fig.
4A). Some modules—such as PN1, PN2, and
PN5—displayed high levels of conservation
of expression (with at least 75% of the genes
in these modules being expressed by at least
5% of cells in the corresponding associated
cell type) across all datasets. The proportions
of the genes expressed in the corresponding
cell types in human tissues were generally
lower than in mouse tissues (fig. S12B).
We further calculated whether the covaria-

tion of expression of the genes in each mod-
ule (their “modularity”) was also comparable
in humans. To do so, for each module and each
dataset we calculated the average pairwise
expression correlation coefficient between the
genes in a given module and compared it with
a module-specific null-distribution based on
random gene sets with similar expression
levels, to calculate both a P value for the cor-
relation of our modules and a normalized cor-
relation coefficient. Out of 14 modules, eight
showed greater intramodule correlation than
that of a comparable random gene set in the
adult human brain dataset from Hodge et al.
(29) (Fig. 4B). Correlation also increased with
the age of the human samples across brain re-
gions of the BrainSpan dataset (Fig. 4, C to E,
and fig. S13) (8). As a control, we used the
same approach to calculate the expression and
modularity of each gene module in nonasso-
ciated cell types. We found that the modularity
was decreased in nonassociated cell types (fig.
S12, D and E), reflected by both the proportion
of comparisons with significant correlation
and by the strength of the significant correla-
tions, suggesting that our modules reflect cell
type–specific effects.
Altogether, our results suggest that expres-

sion and modularity of most gene modules in
the mouse are conserved in human brain tis-
sue, pointing at potential shared functions and
further suggesting that processes identified
as affected in our Perturb-Seq experiments
are relevant to biological processes that may
be developmentally regulated in the human
brain.

Mouse Perturb-Seq results are correlated
with expression changes in ASD patient
brain tissues

Last, we explored whether the effects observed
in mouse Perturb-Seq may be similar to changes
observed in post mortem brains of ASD pa-
tients. To this end, we compared our data with a
snRNA-seq dataset of post mortem ASD brain
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Fig. 3. Perturbation effect in oligodendrocytes and validation in the Chd8+/−

mouse model. (A) t-SNE of oligodendrocyte subtypes from the Perturb-Seq data.
(B) The ODC1 gene module expression score in (left) each celland (right)
in each subcluster. (C) Average expression of genes in the ODC1 gene module (by
row) in each perturbation group (by column), scaled by row. (D) Effect size
of each perturbation on the ODC1 gene module compared with the control group.
The perturbation effects of the different genes present a continuous gradient.
Error bars represent 95% confidence intervals. (E) In situ hybridization for
Cspg4, a gene in module ODC1 that is a known marker of oligodendrocyte
precursor cells (OPC), in the somatosensory cortex of P7 Chd8+/− and wild-type

littermates. The bottom images are higher magnifications of top images, and the
right images are higher magnifications for each cell. (Right) Quantification of
Cspg4 expression in P7 cortex of Chd8+/− and wild-type littermates. Each dot
represents the gene expression value from one cell; error bars represent
standard error of the mean (n = 3 animals per genotype). Scale bars, 1000 mm
(bottom left), 100 mm (top left), and 10 mm (right), respectively. (F) Immuno-
histochemistry for PDGFRA and MBP (markers for immature OPC and mature
oligodendrocytes, respectively), PDGFRA+ cell counts, and distribution of MBP
expression, in the somatosensory cortex of P11 Chd8+/− animals and wild-type
littermates. Scale bars, 1000 mm (left) and 250 mm (right), respectively.
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samples (30) and bulk RNA-seq of post mortem
psychiatric disorder brain samples from the
PsychEncode project (33).
Using a dataset of snRNA-seq profiles from

15 ASD donors and 16 controls (30), we de-
fined differentially expressed (DE) genes in
each cell type using a statistically conserva-
tive pseudobulk-based analysis with DESeq2
(34, 35), correcting for age, sex, and patient-
to-patient variability. We identified genes that
were differentially expressed between patients
and controls in at least one of three major cell
types (inhibitory neurons, excitatory neurons,
or oligodendrocytes) with FDR < 0.2 and se-
lected those that have 1:1 orthologs in mice,
resulting in 14 genes (Fig. 4F and table S10).
We then compared these 14 genes with our

Perturb-Seq data and asked whether these
ASD-patient DE genes were also affected by the
35 ASD risk gene perturbations in our dataset.
We aggregated the effects of all 35 perturba-
tions and asked whether the aggregated gene
expression changes agreed more strongly with
the gene expression changes in the ASD pa-
tient data than would be expected by chance.
For each ASD patient DE gene, we took its
mouse ortholog and calculated the median fold
change of expression (logFC) over all perturba-
tions in the Perturb-Seq data. We then com-
pared this logFC with the corresponding logFC
in the ASD patient data and generated an
agreement score for each gene, defined as a
high median logFC and a similar direction of
change as in the human data. We binned
genes by their expression and compared each
ASD patient DE gene with others in the same
bin to extract P values (with FDR correction).
From this analysis, we identified two genes,
SST in interneurons and NRN1 in excitatory
neurons, both of which showed decreased
expression in ASD patients and were likewise
significantly decreased in expression across
our panel of perturbations (FDR < 0.1), albeit
with different effect sizes (Fig. 4F and table
S10). This indicates that despite the different
developmental stages, high clinical heteroge-
neity in ASD, and patient genetic diversity,
genes and cell types can be identified as af-
fected in both our analyses and in studies of
human patient tissue.

We also analyzed the 14 gene modules re-
ported in the PsychEncode study of 700 bulk
RNA-seq samples of human cortex from a
panel of psychiatric disorders (33). Of the
14 modules previously reported to be altered
in the ASD patients in the PsychEncode analy-
sis, six were also significantly affected across
eight of our ASD/ND risk gene perturbations
(fig. S14). Although these analyses are limited
by the relatively few available datasets of ASD
patient brain samples, they suggest that our
Perturb-Seq experiments can identify gene
program abnormalities seen in human ASD
patients.

Discussion

In vivo Perturb-Seq can serve as a scalable tool
for systems genetic studies of large gene panels
to reveal their cell-intrinsic functions at single-
cell resolution in complex tissues. In this work,
we demonstrated the application of in vivo
Perturb-Seq to ASD/ND risk genes in the de-
veloping brain; this method can be applied
across diverse diseases and tissues.
ASD/ND affects brain function profoundly,

but its cellular and molecular substrates are
not yet defined. The large number of highly
penetrant de novo risk genes implicated through
human genetic studies offers an entry point to
identify the cell types, developmental events,
and mechanisms underlying ASD/ND. How-
ever, this requires scalable methods to define
the function of risk-associated genes with cell-
type specificity.UsingPerturb-Seq to functionally
test large gene sets in the developing embryo,
we observed gene expression changes linked
to ASD/ND genes in different cell types and
processes. Within the power of the analysis
that can be achieved with the number of cells
that can be reasonably sequenced, we found that
some recurrent modules are affected across
more than oneASD/ND risk gene perturbation.
It is likely that this represents an underestima-
tion of the number of convergent modules
across perturbations thatmight be revealed by
larger-scale experiments using greater num-
bers of cells.
We were particularly interested in validat-

ing the observed effects of Ank2 perturbation
because of its known roles in the brain. Ank2

encodes an ankyrin protein and is expressed
broadly in excitatory and inhibitory neurons
as well as glial cells in the brain (22). Ankyrin
homologs interact with ion channels in many
neuronal types, and Ankyrin-G has been shown
to stabilize GABAergic synapses (36). The roles
of Ank2 in the brain have largely been studied
in the context of excitatory neurons. Ank2 loss
of function results in hypoplasia of the corpus
callosum and pyramidal tract, and optic nerve
degeneration (23)—suggesting that it is required
in the maintenance of premyelinated axons
in excitatory neurons in early neurodevelop-
ment. Ank2 mutants showed misregulation
of intracellular calcium homeostasis and cal-
cium channel expression in excitatory neu-
rons (24, 25), as well as increased axonal
branching and ectopic connectivity (26).
Our Perturb-Seq data suggests an additional
role of Ank2 in interneurons expressing the
Ndnf gene along with its known roles in ex-
citatory neurons.
In addition to neurons, oligodendrocytes

and astrocytes were also affected by several
perturbations. Oligodendrocytes modulate
and consolidate neural circuit refinement,
and abnormalmaturation of oligodendrocytes
may be linked to long-lasting changes in neu-
ral wiring and brain function (37). One of
the risk genes, Chd8, encodes a protein that
binds directly to b-catenin to recruit histone
proteins and negatively regulates the Wnt
signaling pathway, a critical regulator of neu-
ral progenitor proliferation and differenti-
ation in the forebrain (38–41). Our results
showed that Chd8modulates gene modules
for oligodendrocyte differentiation and mat-
uration, which is consistent with previously
reported chromatin immunoprecipitation–
sequencing (ChIP-Seq) results showing that
CHD8 interacts directly with OPC matura-
tion genes at perinatal stages of development
(27, 42).
Although we focused on the perinatal neo-

cortex in this study, in vivo Perturb-Seq can
be applied to study gene functions systemat-
ically across other tissues and developmental
ages, to reveal tissue-specific as well as broad-
ly distributed gene functions. This approach
can uncover both the impact of individual
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Fig. 4. Cell type–specific gene modules from Perturb-Seq are conserved in
developing human brains. (A) Percent of genes with a human ortholog
expressed in >5% of cells of the associated cell type in scRNA-seq datasets from
the human brain or human brain organoids. (B) Normalized average pairwise
correlation of gene expression within each gene module in the human brain or
human brain organoids. Correlation values were normalized to the mean
correlation from the background distribution and divided by the standard
deviation of the background distribution. Correlations are shown for modules
with at least four genes after filtering out genes expressed in <5% of cells.
Bars represent 95% confidence intervals. Red color represents statistical
significance (FDR < 0.05). (C) Expression of module PN3 over developmental
time in human brain tissues across regions (BrainSpan data). (D) Expression of

each module over developmental time in human primary somatosensory cortex
S1C (BrainSpan). (E) Distribution of the Spearman correlation of module
expression with age in human brain data over various brain regions (BrainSpan).
(F) Differential gene expression analysis of human prefrontal cortical samples
from ASD donors and controls. (Left) Expression of DE genes across cell types
(color bars) from Velmeshev et al. (30) (rows) in the Perturb-Seq data across
a panel of ASD/ND risk genes (columns). (Right) DE gene expression changes in
Perturb-Seq data (black dots; each dot indicates an ASD/ND risk gene
perturbation) compared with DE values for the 14 genes found to be DE in ASD
patients in the Velmeshev et al. dataset (30) (FDR < 0.2) (red dots). The two
highlighted genes, SST and NRN1, showed decreased expression in the Perturb-
Seq data (FDR < 0.1), which is consistent with the ASD patient dataset.
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disease-associated genes and of combina-
tions of genes and the overall set of processes
that they affect. Our findings underscore the
importance of using single-cell profiles as a
rich, comprehensive, and interpretable pheno-
typic readout. With advances in other single-
cell profiling approaches [such as single-cell
assay for transposase-accessible chromatin
with high-throughput sequencing (ATAC-seq)
(43), single-cell multi-omics (44), and spatial
genomics (45, 46)], we expect in vivo Perturb-
Seq to be coupled in the near future with di-
verse readouts to better define the function of
disease risk–associated variants, from molec-
ular mechanisms to non–cell autonomous ef-
fects in tissues. Spatial transcriptomics in
particular should be well suited for in vivo
Perturb-Seq and should help uncover non–
cell autonomous effects of perturbations.
In vivo Perturb-Seq can enable discoveries of
pathways and cell types affected in heteroge-
neous genetic pathologies, directing down-
stream studies and informing the development
of refined models for genetic disorders as we
move from genetic variants to function.

Methods summary
In vivo Perturb-Seq experiment

The backbone plasmid contains antiparallel
cassettes of two gRNAs (table S5) under mouse
U6 and human U6 promoters and the EF1a
promoter to express puromycin, BFP, and a
polyadenylated barcode specific to each per-
turbation. Cloning and lentiviral packaging of
the 38 vectors were done individually.
All animal experiments were performed ac-

cording to protocols approved by the Insti-
tutional Animal Care and Use Committees
(IACUC) of Harvard University and of the
Broad Institute of MIT and Harvard. In utero
lentiviral injection into the lateral ventricles
was performed at E12.5 in Cas9 transgenic
mice (13) (4 to 6 months old, Jax 026179), and
each single-cell library was made by com-
bining the BFP+ cells from one to three litters
(4 to 20 animals) of P7 animals harvested on
the same day. Tissue dissociation was performed
with the Papain Dissociation kit (Worthington,
LK003152). The FACS-purified cells were sorted
into cold Hibernate A/B27 medium and sub-
jected to single-cell RNA sequencing library
preparation. Our analysis comprises 17 inde-
pendent libraries of Perturb-Seq cells.
Single-cell RNA-seq libraries were created

by using the Chromium Single Cell 3′ Solution
v2 kit (10x Genomics) following the manufac-
turer’s protocol. Each library was sequenced
with Illumina NextSeq high-output 75-cycle kit
with sequencing saturation above 70%. Dial-
out polymerase chain reaction (PCR) was per-
formed to extract the perturbation barcode in
each cell.
We identified perturbation barcodes by use

of two complementary methods. We first used

the dial-out sequences to create a cell-by-
perturbation UMI (unique molecular identi-
fier) count matrix by means of a modification
of from the original Perturb-Seq work (11).
In addition, we extracted barcode sequences
from the 10x Genomics Cell Ranger bam file.
Reads were then assigned to the perturbation
to which theymapped best. Cell barcodes and
UMIswere extracted, and a cell-by-perturbation
UMI count matrix was created. We then only
kept cells for which either (i) the assigned 10x
and dialout perturbations agreed or (ii) the
cell was assigned to a perturbation by one
method but not assigned to any perturbation
in the other.

Perturb-Seq analysis

UMI count data was loaded into R and pro-
cessed by using the Seurat v 2.2 package (47).
Clusters were assigned to cell types on the basis
of marker genes from the literature, https://
mousebrain.org (15), and https://DropViz.org
(22). We focused only on cells of five key types
(projection neurons, inhibitory neurons, oligo-
dendrocytes, microglia and macrophages, and
astroglia) and removed the rest.
WGCNA and STM were performed for each

cell cluster according to the published pipe-
lines (20, 21). Linear regression was used to
test the relationship between perturbations
and WGCNA gene scores, correcting for batch
and number of genes.

RNA in situ hybridization
and immunohistochemistry

Multiplexed RNAscope fluorescent in situ hy-
bridization and immunohistochemistry was
performed on fixed-frozen tissue. Probes against
the followingmRNAs were used: Pdgfra, Cspg4,
and Fezf2 (ACDBio). The antibodies and di-
lutionswereMouse anti-NeuNantibody (mab377,
1:500; Millipore), Mouse anti-GS antibody (mab302,
1:500; Millipore), Goat anti-Pdgfra antibody
(AF1062, 1:200; R&DSystem), Rabbit Iba1 anti-
body (019-19741, 1:400; Wako), Chicken anti-
GFP antibody (ab16901, 1:500;Millipore),Mouse
anti-Satb2 (ab51502, 1:50; Abcam), Rat anti-
Ctip2 (ab18465, 1:100, Abcam), Rabbit anti-
Sox6 (ab30455, 1:500;Abcam), andRat anti-Mbp
(mab386, 1:100;Millipore).We double-blinded
the staining, imaging, and quantifications.

Analysis of human snRNA-seq
or scRNA-seq data

For each single cell and nucleus human data-
set, the UMI count matrix and metadata were
downloaded and processed with Seurat to
create Seurat objects. Cell types were extracted
from the metadata and combined into more
general cell types, namely Microglia, Astroglia
(including Radial Glia), Inhibitory neurons,
Excitatory neurons, Oligodendrocytes, and
other. For differential expression analysis for
data from Velmeshev et al. (30), we removed

data from all individuals of <12 years of age
and separated prefrontal cortex (PFC) and
anterior cingulate cortex (ACC) regions. For
each cell type in each region, a pseudobulk
profile was constructed, and genes expressed
in <5%of cells or with <10 readswere removed.
DESeq2 v 1.20.0 (34) was then used to perform
differential expression analysis between the
ASD patients and the controls, correcting for
sex and age. We then extracted all genes with
1:1 mouse orthologs (BioMart) and calculated
FDR-corrected P values on these genes for
both the ACC and PFC. Only analysis on the
PFCyielded significant hits,whichare presented
in Fig. 4F.
To compare these results with the Perturb-Seq

data, for each human DE gene, an agreement
score was calculated by taking the absolute val-
ue of its mouse orthologs’ median logFC over
all perturbations (calculated with Limma) and
giving it a positive sign if its direction agreed
with that of the human data, and a negative
sign otherwise. Last, genes were binned by ex-
pression, and P valueswere calculated for each
gene by comparing the agreement scores with
other genes in the same bin.
Detailed procedures for the experiments

and data analyses are described in the supple-
mentary materials.
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CORONAVIRUS

Viral epitope profiling of COVID-19 patients reveals
cross-reactivity and correlates of severity
Ellen Shrock*, Eric Fujimura*, Tomasz Kula†, Richard T. Timms†, I-Hsiu Lee, Yumei Leng,
Matthew L. Robinson, Brandon M. Sie, Mamie Z. Li, Yuezhou Chen, Jennifer Logue, Adam Zuiani,
Denise McCulloch, Felipe J. N. Lelis, Stephanie Henson, Daniel R. Monaco, Meghan Travers,
Shaghayegh Habibi, William A. Clarke, Patrizio Caturegli, Oliver Laeyendecker, Alicja Piechocka-Trocha,
Jonathan Z. Li, Ashok Khatri, Helen Y. Chu, MGH COVID-19 Collection & Processing Team,
Alexandra-Chloé Villani, Kyle Kays, Marcia B. Goldberg, Nir Hacohen, Michael R. Filbin, Xu G. Yu,
Bruce D. Walker, Duane R. Wesemann, H. Benjamin Larman, James A. Lederer, Stephen J. Elledge‡

INTRODUCTION: A systematic characterization
of the humoral response to severe acute respi-
ratory system coronavirus 2 (SARS-CoV-2) epi-
topes has yet to be performed. This analysis is
important for understanding the immunogenic-
ity of the viral proteome and the basis for cross-
reactivity with the common-cold coronaviruses.
Coronavirus disease 2019 (COVID-19), caused

by SARS-CoV-2, is notable for its variable course,
with some individuals remaining asymptomatic
whereas others experience fever, respiratory
distress, or even death. A comprehensive inves-
tigation of the antibody response in individuals
with severe versus mild COVID-19—as well as
an examination of past viral exposure history—
is needed.

RATIONALE: An understanding of humoral re-
sponses to SARS-CoV-2 is critical for improving
diagnostics and vaccines and gaining insight
into variable clinical outcomes. To this end,
we used VirScan, a high-throughput method

to analyze epitopes of antiviral antibodies in
human sera. We supplemented the original
VirScan library with additional libraries of
peptides spanning the proteomes of SARS-
CoV-2 andall other human coronaviruses. These
libraries enabled us to precisely map epitope
locations and investigate cross-reactivity be-
tweenSARS-CoV-2andother coronavirusstrains.
The original VirScan library allowed us to
simultaneously investigate antibody responses
to prior infections and viral exposure history.

RESULTS: We screened sera from 232 COVID-
19 patients and 190 pre–COVID-19 era controls
against the original VirScan and supplemen-
tal coronavirus libraries, assaying more than
108 antibody repertoire–peptide interactions.
We identified epitopes ranging from “private”
(recognized by antibodies in only a small num-
ber of individuals) to “public” (recognized by
antibodies in many individuals) and detected
SARS-CoV-2–specific epitopes as well as those

that cross-react with common-cold corona-
viruses. Several of these cross-reacting anti-
bodies are present in pre–COVID-19 era samples.
We developed a machine learning model that
predicted SARS-CoV-2 exposure history with
99%sensitivity and98%specificity fromVirScan
data. We used the most discriminatory SARS-
CoV-2 peptides to produce a Luminex-based
serological assay, which performed similarly to
gold-standard enzyme-linked immunosorbent
assays. We stratified the COVID-19 patient sam-
ples by disease severity and found that patients
who had required hospitalization exhibited
stronger and broader antibody responses to
SARS-CoV-2 but weaker overall responses to
past infections compared with those who did
not need hospitalization. Further, the hospi-
talized group had higher seroprevalence rates
for cytomegalovirus and herpes simplex virus 1.
These findings may be influenced by differ-
ences in demographic compositions between
the two groups, but they raise hypotheses that
may be tested in future studies. Using alanine
scanning mutagenesis, we precisely mapped
823 distinct epitopes across the entire SARS-
CoV-2 proteome, 10 of which are likely targets
of neutralizing antibodies. One cross-reactive
antibody epitope in S2 has been previously
suggested to be neutralizing and, as it exists in
pre–COVID-19 era samples, could affect the
severity of COVID-19.

CONCLUSION:Wepresent a highly detailed view
of the epitope landscape within the SARS-CoV-2
proteome. This knowledge may be used to
produce diagnostics with improved specificity
and canprovide a stepping stone to the isolation
and functional dissection of both neutralizing
antibodies and antibodies thatmight exacerbate
patient outcomes through antibody-dependent
enhancement or immune distraction.
Our study reveals notable correlations be-

tween COVID-19 severity and both viral expo-
sure history and overall strength of the antibody
response to past infections. These findings are
likely influenced by demographic covariates,
but they generate hypotheses that may be
tested with larger patient cohorts matched
for age, gender, race, and other demographic
variables. ▪
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SARS-CoV-2 epitope mapping. VirScan detects antibodies against SARS-CoV-2 in COVID-19 patients with
severe and mild disease. Heatmap color represents the strength of the antibody response in each sample
(columns) to each protein (rows, left) or peptide (rows, right). VirScan reveals the precise positions of
epitopes, which can be mapped onto the structure of the spike protein (S). Examination of SARS-CoV-2 and
seasonal coronavirus sequence conservation explains epitope cross-reactivity. A, Ala; D, Asp; E, Glu; F, Phe;
I, Ile; K, Lys; L, Leu; N, Asn; P, Pro; Q, Gln; R, Arg; S, Ser; T, Thr; V, Val; W, Trp; Y, Tyr.
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Viral epitope profiling of COVID-19 patients reveals
cross-reactivity and correlates of severity
Ellen Shrock1,2*, Eric Fujimura1,2,3*, Tomasz Kula1,2†, Richard T. Timms1,2†, I-Hsiu Lee4, Yumei Leng1,2,
Matthew L. Robinson5, Brandon M. Sie1,2, Mamie Z. Li1,2, Yuezhou Chen6,7, Jennifer Logue8,
Adam Zuiani6,7, Denise McCulloch8, Felipe J. N. Lelis6,7, Stephanie Henson9, Daniel R. Monaco9,
Meghan Travers6,7, Shaghayegh Habibi6,7, William A. Clarke10, Patrizio Caturegli11,
Oliver Laeyendecker5,12, Alicja Piechocka-Trocha7,13, Jonathan Z. Li7,14, Ashok Khatri15, Helen Y. Chu8,
MGH COVID-19 Collection & Processing Team16‡, Alexandra-Chloé Villani17, Kyle Kays18,
Marcia B. Goldberg19, Nir Hacohen20, Michael R. Filbin18, Xu G. Yu7,14,16,21, Bruce D. Walker7,13,22,
Duane R. Wesemann6,7, H. Benjamin Larman9, James A. Lederer23, Stephen J. Elledge1,2,7§

Understanding humoral responses to severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2)
is critical for improving diagnostics, therapeutics, and vaccines. Deep serological profiling of 232
coronavirus disease 2019 (COVID-19) patients and 190 pre–COVID-19 era controls using VirScan
revealed more than 800 epitopes in the SARS-CoV-2 proteome, including 10 epitopes likely recognized
by neutralizing antibodies. Preexisting antibodies in controls recognized SARS-CoV-2 ORF1, whereas
only COVID-19 patient antibodies primarily recognized spike protein and nucleoprotein. A machine
learning model trained on VirScan data predicted SARS-CoV-2 exposure history with 99% sensitivity and
98% specificity; a rapid Luminex-based diagnostic was developed from the most discriminatory SARS-
CoV-2 peptides. Individuals with more severe COVID-19 exhibited stronger and broader SARS-CoV-2
responses, weaker antibody responses to prior infections, and higher incidence of cytomegalovirus and
herpes simplex virus 1, possibly influenced by demographic covariates. Among hospitalized patients,
males produce stronger SARS-CoV-2 antibody responses than females.

C
ornaviruses constitute a large family of
enveloped, positive-sense single-stranded
RNA viruses that cause diseases in birds
andmammals (1). Among the strains that
infect humans are the alphacoronavi-

ruses HCoV-229E and HCoV-NL63 and the
betacoronaviruses HCoV-OC43 and HCoV-
HKU1, which cause common colds (Fig. 1A).
Three additional betacoronavirus species re-
sult in severe infections in humans: severe acute
respiratory syndrome coronavirus (SARS-CoV),
Middle East respiratory syndrome coronavirus
(MERS-CoV), and severe acute respiratory syn-
drome coronavirus 2 (SARS-CoV-2), a novel
coronavirus that emerged in late 2019 in Asia
and quickly spread throughout the world (2).
As of November 2020, SARS-CoV-2 has caused
more than 50million confirmed infections and
nearly 1.3 million deaths (3).

The clinical course of coronavirus disease 19
(COVID-19)—the disease resulting from SARS-
CoV-2 infection—is notable for its extreme
variability: Some individuals remain entirely
asymptomatic, whereas others experience fever,
anosmia, diarrhea, severe respiratory distress,
pneumonia, cardiac arrhythmia, blood clotting
disorders, liver and kidney distress, enhanced
cytokine release and, in a small percentage of
cases, death (4). Therefore, understanding the
factors that influence this spectrum of out-
comes is an intense area of research. Disease
severity is correlated with advanced age, sex,
ethnicity, socioeconomic status, and comor-
bidities such as diabetes, cardiovascular dis-
ease, chronic lung disease, obesity, and reduced
immune function (4). Additional relevant fac-
tors likely include the inoculum of virus at in-
fection and individual genetic background

and viral exposure history. The complex inter-
play of these elements also determines how
individuals respond to therapies aimed at
mitigating disease severity. Detailed knowl-
edge of the immune response to SARS-CoV-2
could improve our understanding of diverse
outcomes and inform the development of im-
proved diagnostics, vaccines, and antibody-
based therapies.
In this study, we used VirScan, a program-

mable phage-display immunoprecipitation and
sequencing (PhIP-Seq) technology that we de-
veloped previously, to explore antiviral anti-
body responses across the human virome (5–8).
Here we describe a detailed analysis of the hu-
moral response in COVID-19 patients.

Results
Development of a VirScan library targeting
human coronaviruses

Our existing VirScan phage-display platform
is based on an oligonucleotide library encoding
56–amino acid (56-mer) peptides tiling every
28 amino acids across the proteomes of all
known pathogenic human viruses (~400 species
and strains) plus many bacterial proteins (8). To
investigate the serological response to SARS-
CoV-2 and other human coronaviruses (HCoVs),
we supplemented this library with three ad-
ditional sublibraries: Sublibrary 1 encodes a
56-mer peptide library tiling every 28 amino
acids through each of the open reading frames
(ORFs) expressed by the six HCoVs and three
bat coronaviruses closely related to SARS-CoV-
2; sublibrary 2 encodes 20-mer peptides tiling
every 5 amino acids across the SARS-CoV-2
proteome, enabling more precise localization
of epitopes; and sublibrary 3 encodes triple-
alanine scanning mutants of the 56-mer pep-
tides tiling across the SARS-CoV-2 proteome,
enabling the mapping of epitope boundaries
at amino acid resolution (Fig. 1, A to C, and
table S1) (9, 10).
We used VirScan (Fig. 1C) to profile the anti-

body repertoires of nine cohorts of individuals
from multiple locations, including Baltimore,
MD, Boston, MA, and Seattle, WA (tables S2
to S8). These cohorts comprised longitudinal
samples from individuals enrolled in pro-
spective studies of COVID-19 infection, cross-
sectional samples from patients with active
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Fig. 1. VirScan detects the humoral response to SARS-CoV-2 in sera from
COVID-19 patients. (A) Phylogeny tree of 50 coronavirus sequences (32)
constructed using MEGA X (33, 34). The scale bar indicates the estimated number of
base substitutions per site (35). Coronaviruses included in the updated VirScan
library are indicated in red. (B) Schematic representation of the ORFs encoded by the
SARS-CoV-2 genome (10, 36). (C) Overview of the VirScan procedure (5–8). The
coronavirus oligonucleotide library includes 56-mer peptides tiling every 28 amino
acids (aa) across the proteomes of 10 coronavirus strains and 20-mer peptides tiling
every 5 amino acids across the SARS-CoV-2 proteome. Oligonucleotides were
cloned into a T7 bacteriophage display vector and packaged into phage particles
displaying the encoded peptides on their surface. The phage library was mixed with
sera containing antibodies that bind to their cognate epitopes on the phage surface;

bound phage were isolated by IP with either anti-IgG– or anti-IgA–coated
magnetic beads. Lastly, PCR amplification and Illumina sequencing from the DNA
of the bound phage revealed the peptides targeted by the serum antibodies.
(D) Detection of antibodies targeting coronavirus epitopes by VirScan. Heatmaps
depict the humoral response from COVID-19 patients (n = 232) and pre–COVID-19
era control samples (n = 190). Each column represents a sample from a distinct
individual. The color intensity indicates the number of 56-mer peptides from the
indicated coronaviruses significantly enriched by IgG antibodies in the serum
sample. (E) Box plots illustrate the number of peptide hits from the indicated
coronaviruses in COVID-19 patients and pre–COVID-19 era controls. The box
indicates the interquartile range, with a line at the median. The whiskers span
1.5 times the interquartile range.
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COVID-19 who were receiving treatment in
either hospital or outpatient settings, and cross-
sectional samples from convalescent indi-
viduals with a past history of COVID-19. Our
cohorts also included a diverse set of control
sera collected before the COVID-19 outbreak.
We profiled the targets of IgG and IgA (im-
munoglobulins G and A) antibodies separately:
IgG and IgA are the most abundant isotypes
in blood, whereas IgA is the principal isotype
secreted on mucosal surfaces, including the
respiratory tract. Collectively, we analyzed
~550 samples in duplicate, in total assessing
~100 million potential antibody repertoire–
peptide interactions.

Detection of SARS-CoV-2 seropositivity
with VirScan

Tomeasure immune responses to SARS-CoV-2,
we compared VirScan profiles of serum sam-
ples fromCOVID-19 patients to those of controls
obtained before the emergence of SARS-CoV-2
in 2019. These pre–COVID-19 era controls fa-
cilitate identification of (i) SARS-CoV-2 pep-
tides encoding epitopes specific to COVID-19
patients and (ii) SARS-CoV-2 peptides encod-
ing epitopes that are cross-reactive with anti-
bodies developed in response to the ubiquitous
common-cold HCoVs. Sera from COVID-19
patients exhibited much more SARS-CoV-2
reactivity than did sera from pre–COVID-19 era
controls (Fig. 1, D and E). Some cross-reactivity
toward SARS-CoV-2 peptides was observed in
the pre–COVID-19 era samples, but this was
expected because nearly all people have been
exposed to one or more HCoVs (11).
COVID-19 patient sera also showed signif-

icant levels of cross-reactivity with the other
highly pathogenic HCoVs, SARS-CoV andMERS-
CoV, although less was observed against the
more distantly related MERS-CoV. Extensive
cross-reactivity was also observed against pep-
tides derived from the three bat coronaviruses
that share the greatest proportion of sequence
identity with SARS-CoV-2 (Fig. 1, A, D, and
E) (9). We know that these represent cross-
reactivities because, given the low prevalence
and circumscribed geographical location of
SARS-CoV and MERS-CoV, none of the indi-
viduals in this study are likely to have en-
countered these viruses.
COVID-19 patient sera also exhibited a sig-

nificantly higher level of reactivity to sea-
sonal HCoV peptides than did sera from pre–
COVID-19 era controls (Fig. 1, D and E). This
could be due to the elicitation of novel anti-
bodies that cross-react or to an anamnestic
response that boosts B cell memory against
HCoVs. The converse is not always true: Many
pre–COVID-19 era samples exhibit strong recog-
nition of seasonal HCoV peptides but little or
no recognition of SARS-CoV-2 peptides (Fig. 1D).
In some cases, the concentrations of antibodies
against seasonal HCoVs may be below the

threshold of detection in the pre–COVID-19
era samples.

Coronavirus proteins targeted by antibodies
in COVID-19 patients

Analysis of SARS-CoV-2 proteins targeted by
COVID-19 patient antibodies revealed that the
primary responses to SARS-CoV-2 are reactive
with peptides derived from spike protein (S)
and nucleoprotein (N) (Fig. 2, A and B). Com-
pared with sera from pre–COVID-19 era con-
trols, COVID-19 patient sera exhibit significant
differential recognition of these two proteins,
indicating that this recognition is a result of anti-
body responses to SARS-CoV-2. Third-most
frequently recognized is the replicase poly-
protein ORF1, but unlike S and N, ORF1 is
recognized to a similar extent by sera from
COVID-19 patients and pre–COVID-19 era con-
trols. This suggests that recognition of SARS-
CoV-2 ORF1 is a result of cross-reactions from
antibodies elicited by exposure to other path-
ogens, possibly HCoVs. Antibody responses to
peptides from membrane glycoprotein (M),
ORF3, and ORF9b were occasionally detected
in COVID-19 patients.
We also analyzed longitudinal samples from

23 COVID-19 patients.Most patients displayed
an antibody response to peptides derived from
S or N in the second week after symptom on-
set, withmany displaying an antibody response
by the end of the firstweek (Fig. 2C). The relative
strength and onset of the antibody response to
S andNdifferedmarkedly between individuals,
and the initial immune response showed no
preference for S or N. The signal intensity of
antibodies recognizing SARS-CoV-2 ORF1 epi-
topes did not increase over time, further sug-
gesting that ORF1 antibodies likely represent
a preexisting cross-reactive response.

Identification of immunogenic regions
of SARS-CoV-2 proteins

To more precisely define the immunogenic re-
gions of the SARS-CoV-2 proteome, we exam-
ined the specific 56-mer and 20-mer peptides
detected by VirScan in COVID-19 patients com-
paredwith those in pre–COVID-19 era controls.
An example IgG response from a single patient
to SARS-CoV-2 S andN is shown in Fig. 3A.We
observed strong concordance between the viral
regions enriched by the 56-mer and 20-mer
fragments, demonstrating the robustness of
VirScan. In many cases, we observed recog-
nition of overlapping 56-mer peptides, indi-
cating an epitope in the common region.
Next, we compared the protein regions recog-

nized by IgG and IgA across COVID-19 patients
(Fig. 3B). We identified four regions each in
S and N that are recurrently targeted by anti-
bodies from >15% of COVID-19 patients, with
additional regions recognized less frequently.
Overall, IgG and IgA recognize the same protein
regions with similar frequencies across the pop-

ulation. However, when IgG and IgA responses
were compared within individuals, we observed
considerable divergence (Fig. 3C):Many epitopes
were recognized by only IgG, only IgA, or both
IgG and IgA within an individual patient. To-
gether, these data suggest that patients gener-
ate distinct IgG and IgA antibody responses
to SARS-CoV-2, but the targeted regions are
largely shared at the population level.

Machine learning guides the design of a Luminex
assay for rapid COVID-19 diagnosis

To predict SARS-CoV-2 exposure history from
VirScandata, we developed a gradient-boosting
algorithm (XGBoost) that integrates both
IgG and IgA data and predicts current or past
COVID-19 with 99.1% sensitivity and 98.4% spe-
cificity (Fig. 4, A and B). We used Shapley Addi-
tive exPlanations (SHAP)—amethod to compute
the contribution of each feature of the data to
the predictive model (12)—to identify peptides
from SARS-CoV-2 S and N plus homologous
peptides from SARS-CoV and BatCoV-HKU-3
and BatCoV-279 that were highly predictive
of SARS-CoV-2 exposure (Fig. 4, C and D).
We leveraged these insights to develop a

simple, rapid Luminex-based diagnostic for
COVID-19. We chose 12 SARS-CoV-2 peptides
predicted by VirScan data and the machine
learning model to be highly indicative of SARS-
CoV-2 exposure history (table S9). These SARS-
CoV-2 peptides, two positive control peptides
from rhinovirus A and Epstein-Barr virus (EBV)
that are recognized in >80% of seropositive
individuals by VirScan (7), and a negative
control peptide from HIV-1 were coupled to
Luminex beads (13). We tested 163 COVID-19
patient samples and 165 pre–COVID-19 era
controls for IgG reactivity to the Luminex panel.
We detected clear responses to SARS-CoV-2
peptides in COVID-19 patient samples but rarely
in the pre–COVID-19 era controls (Fig. 4E). Using
the Luminex data, we developed a logistic re-
gression model that predicts COVID-19 in-
fection history with 89.6% sensitivity and 95.2%
specificity [area under the curve (AUC) = 0.97]
(Fig. 4, F and G). A subset of COVID-19–positive
samples (n = 107) was also examined with an
in-house enzyme-linked immunosorbent assay
(ELISA) using three SARS-CoV-2 antigens: N,
S, and the S receptor-binding domain (RBD).
Considering a sample to be positive if it scored
above the 99% specificity threshold on any one
of the three ELISA antigens, we determined
that the sensitivity of the Luminex assay for
this subset (88.8%) was similar to that of the
ELISA (90.7%) (fig. S1). Among samples run
on all three assays, VirScan significantly out-
performed both the Luminex and ELISAs (fig.
S1, A and C). Notably, our optimal model in-
tegrated only three SARS-CoV-2 peptides—
residues 386 to 406 of N (N 386-406), residues
810 to 830 of S (S 810-830), and residues 1146
to 1166 of S (S 1146-1166)—which were also the
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most discriminatory 20-mers in the VirScan
data. IgG responses in COVID-19 patients were
highly correlated between the Luminex and
VirScan assays, providing orthogonal valida-
tion of the VirScan data and supporting the
prevalence of SARS-CoV-2–induced humoral
responses to these regions of S and N (fig. S1D).

Differential antibody responses to common
viruses in hospitalized versus nonhospitalized
COVID-19 patients

Wenext consideredwhether differences in the
antibody response to SARS-CoV-2 or to other

viruses might be associated with the severity
of COVID-19. We grouped the COVID-19 pa-
tients into two subsets: those who required
hospitalization (n = 101) and those who did
not (n = 131). We compared the responses to
peptides derived from the SARS-CoV-2 S and
N proteins between the hospitalized (H) and
nonhospitalized (NH) groups and found that
the H group exhibited stronger and broader
antibody responses to S and N peptides that
might be due to epitope spreading (Fig. 5A).
We then analyzed 32 NH COVID-19 samples,
32 H COVID-19 samples, and 32 pre–COVID-19

era negative controls with the Luminex assay
and similarly observed that the H group had
stronger and broader antibody responses to
SARS-CoV-2–specific peptides than did the
NH group (Fig. 5B).
VirScan also offers the opportunity to ex-

amine the history of previous viral infections
and to determine correlates of COVID-19 out-
comes. For example, prior viral exposure could
provide some protection if cross-reactive neu-
tralizing antibodies or T cell responses are
stimulated upon exposure to SARS-CoV-2 (14, 15).
Alternatively, cross-reactive antibodies to viral
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Fig. 2. SARS-CoV-2 protein recognition in COVID-19 patient versus control
sera. (A) Antibodies targeting SARS-CoV-2 proteins. Each column represents a distinct
patient sample, and each row represents a SARS-CoV-2 protein. The color intensity
in each cell of the heatmap indicates the number of 56-mer peptides, as in Fig. 1D.
(B) Box plots (as in Fig. 1E) illustrate the number of peptide hits from each of the

indicated SARS-CoV-2 proteins detected in the IgG antibody response of COVID-19
patients and controls. (C) Longitudinal analysis of the antibody response to SARS-
CoV-2 for 23 patients with confirmed COVID-19. Black lines indicate days when a
sample was available for analysis. Each point represents the maximum antibody fold-
change score per SARS-CoV-2 peptide in each sample, colored by protein target.
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Fig. 3. IgG and IgA recognition of immunodominant regions in SARS-CoV-2
spike and nucleoprotein. (A) Example response to S and N proteins from a
single COVID-19 patient. The y axis indicates the strength of enrichment (z-score;
see Materials and methods) of each 56-mer (blue) or 20-mer (red) peptide
recognized by the IgG antibodies present in the serum sample. (B) Common
responses to S and N proteins across COVID-19 patients. The y axis indicates the

fraction of COVID-19 patient samples (n = 348) enriching each 20-mer peptide
with either IgG (top) or IgA (bottom) antibodies. (C) Comparison of the IgA and
IgG responses in individual COVID-19 patients. Each set of two rows represents
the IgG and IgA antibody specificities of a single patient, with data displayed
for 10 representative COVID-19 patients. Numeric values indicate the degree of
enrichment (z-score) of each peptide tiling across the S and N proteins.
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Fig. 4. Machine learning models trained on VirScan data discriminate COVID-19–
positive and –negative individuals with very high sensitivity and specificity.
(A) Gradient-boosting machine learning models were trained on IgG and IgA VirScan
data from 232 COVID-19 patients and 190 pre–COVID-19 era controls. Separate
models were created for the IgG and IgA data, and then a third model (Ensemble)
was trained to combine the outputs of the first two. (B) The plot shows the
predicted probability that each sample is positive for COVID-19. True COVID-19–
positive samples are shown as red dots; true COVID-19–negative samples are shown
as gray dots. The corresponding confusion matrix for each model is shown on the
right. (C and D) SHAP analysis to identify the most discriminatory peptides
informing the models in (B). The chart in (C) summarizes the relative importance
of the most discriminatory peptides increased among COVID-19 patients identified
by the IgG and IgA gradient-boosting models. The enrichment [log2(fold change)
of the normalized read counts in the sample IP versus in no-serum control

reactions] of each of these peptides across all samples is shown in (D). (E) Luminex
assay using highly discriminatory SARS-CoV-2 peptides identifies IgG antibody
responses in COVID-19 patients but rarely in pre–COVID-19 era controls. Each
column represents a COVID-19 patient (n = 163) or pre–COVID-19 era control
(n = 165); each row is a SARS-CoV-2–specific peptide. Peptides containing public
epitopes from rhinovirus A, EBV, and HIV-1 served as positive and negative controls.
The color scale indicates the median fluorescence intensity (MFI) signals after
background subtraction. (F) Receiver operating characteristic (ROC) curve for the
Luminex assay predicting SARS-CoV-2 infection history, evaluated by 10× cross-
validation. The light red lines indicate the ROC curve for each test set, the dark line
indicates the average, and the gray region represents ±1 SD. The average area
under the curve (AUC) is shown. (G) (Left) Predicted probability that each
sample is positive for COVID-19, using the Luminex model, as in (B). The dashed
line indicates the model threshold. (Right) Confusion matrix for the Luminex model.
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Fig. 5. Correlates of
COVID-19 severity. (A)
Differential recognition of
peptides from SARS-CoV-2
N and S between
COVID-19 nonhospitalized
patients (n = 131), hospi-
talized patients (n = 101),
and pre–COVID-19 era
negative controls (n =
190). Each column repre-
sents a specific patient
and each row represents
a peptide tile; tiles are
labeled by amino acid
start and end position
and may be duplicated
for intervals for which
amino acid sequence
diversity is represented in
the library. Color intensity
represents the degree of
enrichment (z-score) of
each peptide in IgG
samples. Asterisks indi-
cate peptides that exhibit
a significant increase in
recognition by sera from
hospitalized versus non-
hospitalized patients
(Kolmogorov-Smirnov
test, Bonferroni-corrected
P value thresholds of
0.001 for S and 0.0025
for N). (B) SARS-CoV-2
Luminex assay identifies
stronger IgG responses in
hospitalized COVID-19
patients than in non-
hospitalized COVID-19
patients. Each column
represents either a non-
hospitalized (n = 32) or
hospitalized (n = 32)
COVID-19+ patient or a
pre–COVID-19 era control
(n = 32); each row repre-
sents a peptide in the
Luminex assay. The color
scale indicates the MFI
signals after background
subtraction. (C) All pep-
tides in the VirScan
library are plotted by the
fraction of nonhospital-
ized (x axis) and hospi-
talized COVID-19 patient
IgG samples (y axis) in which they are recognized. A z-score threshold of 3.5
was used as an enrichment cutoff to count a peptide as positive. Peptides
that exhibit statistically significant associations with hospitalization status are
colored by virus of origin (Fisher’s exact test, Bonferroni-corrected P value
threshold of 8.52 × 10−7). All peptides that do not exhibit significant association
with hospitalization status are shown in gray. The significant peptides shown
are collapsed for high sequence identity. (D) All peptides derived from CMV

that are present in the VirScan library are plotted by median z-score for the
nonhospitalized (x axis) and hospitalized COVID-19 patients (y axis). The line
y = x is shown as a dashed line. (E) Reduced recognition of mild disease–
associated antigens with age. The histogram shows the relative recognition in
healthy donors at age 58 compared with age 42 for each distinct antigen
that was more strongly recognized by antibodies in nonhospitalized than
hospitalized COVID-19 patients.
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surface proteins could increase the risk of se-
vere disease due to antibody-dependent en-
hancement (ADE), as has been observed for
SARS-CoV (16, 17). Furthermore, exposure to
certain viruses could affect the response to
SARS-CoV-2 by altering the immune system.
To examine these possibilities, we analyzed
the virome-wide VirScan data and found that
overall, the NH patients exhibited greater re-
sponses to individual peptides from common
viruses such as rhinoviruses, influenza viruses,
and enteroviruses, whereas the H patients
displayed more robust responses to peptides
from cytomegalovirus (CMV) and herpes sim-
plex virus 1 (HSV-1) (Fig. 5C). These observations
may be influenced by demographic differences
in the NH and H cohorts, as described below.
We sought to understand whether the dif-

ferential reactivity to CMV andHSV-1 between
the H and NH patients was due to differences
in the strength of antibody responses or the
prevalence of infection (these viruses are com-
mon, but not ubiquitous like rhinoviruses,
enteroviruses, and influenza viruses). Using
VirScan data, we found that the H group had
a higher incidence of both CMV and HSV-1
infection: 82.2% (83 of 101) of the H group
were positive for CMV versus 37.4% (49 of
131) of the NH group, whereas 92.1% (93 of
101) of the H group were positive for HSV-1
versus 45.8% (60/131) of the NH group. To ex-
amine the relative strength of the antibody
responses, we considered only CMV- or HSV-
1–seropositive individuals from the NH and
H groups: The antibody response to both CMV
(Fig. 5D) and HSV-1 (fig. S2) was stronger
among the NH individuals. Thus, the differing
seroprevalence of CMV and HSV-1 in the NH
versus H groups likely explains the results
shown in Fig. 5C. We conclude that antibody
responses to nearly all viruses, except SARS-
CoV-2, were weaker in the H patients than in
the NH patients.
These notable differences led us to examine

potential demographic covariates between
the NH and H groups. We found that age,
sex, and race were all significantly associated
with COVID-19 severity (fig. S3), as has been
reported (18, 19). Older age, male sex, and non-
white racial groups were significantly over-
represented in the H group compared with
the NH group (fig. S3 and table S3). Further-
more, hospitalized males exhibited stronger
responses to N than hospitalized females,
whereas nonhospitalized males and females
did not exhibit differential responses to any
SARS-CoV-2 proteins (fig. S3E). Advanced age
is a dominant risk factor for severe COVID-19
and is correlated with reduced immune func-
tion (20). In light of the age difference between
the H (median age: 58) and NH (median age:
42) patients in our cohort, we reasoned that
the antigens recognized more strongly in the
NH group might reflect more general age-

associated changes in humoral immunity. To
test this hypothesis, we examined VirScan
data for a cohort of 648 healthy, pre-pandemic
donors. We characterized the recognition of
eachNH-associatedpeptide in subsets of healthy
donors representing different age groups and
observed a general decline in recognition with
age, including amedian 19% reduction in recog-
nition from age 42 to 58 (Fig. 5E). These data
suggest that age-related changes to the immune
system may partially explain the observation
of weaker antibody responses to most viruses
in the H group. Although it is correlative and
potentially influenced by other demographic
differences between the NH and H cohorts,
the broad age-related diminution in immune
system activity that we observed could be an
important aspect of the increased severity in
the H group.

Cross reactivity of SARS-CoV-2 epitopes

We returned to the question of epitope cross-
reactivity, this time examining antibody re-
sponses to the triple-alanine scanning library.
For each 56-mer peptide spanning the SARS-
CoV-2 proteome, this library contained a col-
lection of scanning mutants: The first mutant
peptide encoded three alanines instead of the
first three residues, the second mutant pep-
tide contained the three alanines moved
one residue downstream, and so on (fig. S4).
Antibodies that recognize the wild-type 56-mer
peptide will not recognize mutant versions
of the peptide containing alanine substitutions
at critical residues. Thus, the location of the
linear epitope can be deduced by looking for
“antibody footprints,” indicated by stretches
of alanine mutants missing from the pool
of immunoprecipitated phage. The first and
last triple-alanine mutations to interfere with
binding are expected to start two amino acids
before the first residue that is essential for
antibody binding and end two amino acids
after the last.
With respect to cross-reactivity, IgG from

COVID-19 patients recognized more 56-mer
peptides from the common HCoVs HKU1, OC43,
299E, and NL63 than IgG from pre–COVID-19
era controls. This difference is primarily driven
by a pronounced increase in recognition of S
peptides from the HCoVs and is likely a result
of cross-reactivity of antibodies developed dur-
ing SARS-CoV-2 infection (Fig. 6A).
We mapped the position of all HCoV S pep-

tides that display increased recognition in
COVID-19 patient samples onto the SARS-
CoV-2 S protein. This revealed four immuno-
dominant regions recognized by >25% of
COVID-19 patients (Fig. 6B). Comparing the
frequency of peptide recognition between
the COVID-19 patients and pre–COVID-19 era
controls showed that two of these immuno-
genic regions in SARS-CoV-2 S are likely to
cross-react strongly with homologous regions

of other HCoVs, as the frequency of recognition
of the HCoV peptides at these regions rises
in COVID-19 patients. For instance, peptides
from all four seasonal HCoVs that span the
region corresponding to residues 811 to 830
of SARS-CoV-2 S are frequently recognized by
COVID-19 patients but much less so by pre–
COVID-19 era controls, suggesting that this
recognition is a result of antibodies developed
or boosted in response to SARS-CoV-2 infec-
tion. Using triple-alanine scanning mutagene-
sis (fig. S4), wemapped the antibody footprints
in this region to an 11–amino acid stretch that
is highly conserved between SARS-CoV-2 and
all four common HCoVs, which explains the
cross-reactivity (Fig. 6, C and D). Similarly,
both SARS-CoV-2 and HCoV-OC43 peptides
corresponding to S 1144-1163 are recognized
much more frequently by COVID-19 patients
than pre–COVID-19 era controls, and triple-
alanine-scanning mutagenesis confirmed that
the antibody footprints are located within a
10–amino acid stretch conservedbetweenSARS-
CoV-2 andHCoV-OC43 but not the otherHCoVs.
By contrast, the epitope sequences around S
551-570 and S 766-785 are not conserved be-
tween SARS-CoV-2 and the seasonal HCoVs,
and indeed these epitopes are not cross-reactive.
One HCoV-HKU1 peptide spanning S 551-570
scores in both COVID-19 patients and pre–
COVID-19 era control samples; however, its fre-
quency of detection is not further boosted in
COVID-19 patients, suggesting that the anti-
body that recognizes the SARS-CoV-2 S 551-570
peptide is distinct from the antibody recogniz-
ing the HCoV-HKU1 peptide, consistent with
sequence differences at this location (Fig. 6C).
Notably, we detect antibody responses to

SARS-CoV-2 S 811-830 in 79.9% of COVID-19
patients. However, we also see responses to the
corresponding peptides from OC43 and 229E
in ~20% of the pre–COVID-19 era controls,
and these responses seem to cross-react with
SARS-CoV-2. It is possible that some patients
have preexisting antibodies to this region that
cross-react and are expanded during SARS-
CoV-2 infection. This might explain the very
high prevalence of antibody responses to this
epitope and suggests that anamnestic responses
to seasonal coronaviruses may influence the
antibody response to SARS-CoV-2. Of note, this
region is located directly after the predicted
S2′ cleavage site for SARS-CoV-2 and overlaps
the fusion peptide. A recent study showed that
adding an excess of the fusion peptide reduced
neutralization, implying that an antibody that
binds the fusion peptide might contribute to
neutralization by interfering with membrane
fusion (21, 22). Given the frequency of sero-
reactivity toward this epitope in COVID-19 pa-
tients, it will be important to determinewhether
the antibodies that recognize this epitope
are neutralizing in future studies. If so, the
prior presence of antibodies recognizing this
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Fig. 6. Cross-reactive
epitopes among
human corona-
viruses. (A) Bar
graphs depict the
average number of
56-mer peptides
derived from SARS-
CoV-2, SARS-CoV,
and each of the four
common HCoVs that
are significantly
enriched per sample
(IgG IP). Error bars
represent 95% con-
fidence intervals.
(B) Analysis of
cross-reactive epi-
topes for HCoV S
proteins. The upper
plot shows the sim-
ilarity of each region
of the SARS-CoV-2
S protein to the
corresponding region
in the four common
HCoVs (see Materials
and methods). The
frequency of peptide
recognition is shown
in the bottom two
plots. Peptides from
each virus are indi-
cated by colored
lines: The length of
each line along the
x axis indicates the
corresponding region
of the SARS-CoV-2 S
protein covered by
each peptide
according to a pair-
wise protein align-
ment; the height of
each line corre-
sponds to the frac-
tion of samples in
which that peptide
scored in either the
IgG or IgA IPs. The
epitopes mapped in
(C) and (D) are
highlighted in pink.
(C and D) Mapping of
recurrently recognized SARS-CoV-2 S IgG (C) and IgA (D) epitopes by triple-
alanine scanning mutagenesis. Each plot represents a 20–amino acid
region of the SARS-CoV-2 S protein within the regions highlighted in (B).
Each column of the heatmap corresponds to an amino acid position, and
each row represents a sample. The color intensity indicates the average
enrichment of 56-mer peptides containing an alanine mutation at that site
relative to the median enrichment of all mutants of that 56-mer in each

sample. COVID-19 patients with a minimum relative enrichment below
0.6 in the specified window are shown. The amino acid sequence across each
region of SARS-CoV-2 S, as well as an alignment of the corresponding
sequences in the common HCoVs, is shown below each heatmap. Single-
letter abbreviations for the amino acid residues are as follows: A, Ala; C, Cys;
D, Asp; E, Glu; F, Phe; G, Gly; H, His; I, Ile; K, Lys; L, Leu; M, Met; N, Asn;
P, Pro; Q, Gln; R, Arg; S, Ser; T, Thr; V, Val; W, Trp; and Y, Tyr.
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epitope may affect the course of COVID-19
and mitigate severity.

Epitope mapping reveals hundreds of distinct
SARS-CoV-2 epitopes, including likely epitopes
of neutralizing antibodies

We also used the triple-alanine scanning mu-
tagenesis library to map antibody footprints
across the entire SARS-CoV-2 proteome (Fig. 7,
fig. S5, and tables S10 to S19). We used a hidden
Markov model (HMM) to analyze the mutage-
nesis data and detect antibody footprints. By
integrating signals across stretches of consecu-
tive residues, the HMM successfully distin-
guished antibody footprints from random noise
and thus detected regions containing epitopes
with improved sensitivity and far greater reso-
lution than was possible with the 56-mer pep-
tide data alone (see Materials and methods)
(figs. S6 and S7 and tables S15 to S18). We per-
formed hierarchical clustering on the antibody
footprints identified by the HMM to determine
the number of distinct epitopes (here defined
as distinct antibody footprints) that we de-
tected across the SARS-CoV-2 proteome (fig. S8
and table S10). Overall, we identified 3103 anti-
body footprints across 169 COVID-19 patient
samples and mapped 823 distinct epitopes
(table S19). These epitopes are not evenly dis-
tributed along the proteins but rather fall into
303 epitope clusters, each of which contains
multiple overlapping epitopes (fig. S8). For ex-
ample, across the 89 IgA samples that recog-
nized the epitope cluster from S 1135-1165,
we identified nine epitopes that overlap but
have distinct triple-alanine scanning profiles
that indicate distinct antibody-epitope interac-
tions (fig. S8C). Individual epitopes are recog-
nized at a wide range of frequencies in the
COVID-19 patients. The average COVID-19 pa-
tient sample contained antibodies to ~18 dis-
tinct linear epitopes (fig. S9), although this is
likely an underestimate of the total epitope
count per person, as VirScan does not effici-
ently detect antibodies recognizing discon-
tinuous (conformational) epitopes (although
such antibodies may retain some affinity to
linear peptides that constitute the epitope).
The SARS-CoV-2 epitope landscape includes

regions recognized by antibodies in a large
fraction of COVID-19 patients (“public” epi-
topes) and regions recognized by antibodies in
only one or a few individuals (“private” epitopes).
For example, we mapped six distinct epitopes
in the region spanning N 151-175 (fig. S5C).
One of these epitopes was recognized by nearly
one-third of the COVID-19 patients, whereas
the rest were detected by <2%of the COVID-19
patients. Similarly, the region spanning S 766-
835 contained more than 20 distinct epitopes,
including the highly public epitope cluster
near S815 and the public epitope cluster near
S770 that is preferentially recognized by IgA
(Fig. 7B). The public epitope cluster near S770

was recognized in 43% of COVID-19 patient
IgA samples but only 4% of COVID-19 patient
IgG samples. In another example, we detected
at least 20 distinct epitopes within a stretch
of just 46 residues in N 363-408, 10 of which
were specific to IgA and 2 of whichwere specific
to IgG (fig. S5D). The positions of several public
epitope clusters are shown mapped onto the
structure of SARS-CoV-2 in fig. S10.
We also mapped at least 12 distinct epitopes

in the SARS-CoV-2 RBD, including 5 in the re-
ceptor binding motif that binds ACE2, the hu-
man receptor for SARS-CoV-2, and6 that overlap
ACE2 binding sites (Fig. 7, C and D, and fig.
S6A). For example, S 414-427 (labeled E2 in Fig.
7) spans residueK417 in the RBD; K417makes a
direct contact with the human ACE2 protein
in structures of ACE2 bound to the RBD. Thus,
antibodies that recognize E2 are likely to block
ACE2 binding and have neutralizing activity
(Fig. 7E). Epitope S 454-463 (labeled E6 in Fig. 7)
also overlaps ACE2 contact residues and par-
tially overlaps the binding site of the neutralizing
antibody CB6, which suggests that antibodies
recognizing this epitope also have neutralizing
potential (23–25) (Fig. 7G). Several other epi-
topes also span or are adjacent to critical resi-
dues contacted by ACE2 (Fig. 7, F and H). Thus,
our data reveal some of the likely binding sites
for neutralizing antibodies.

Discussion

In this study, we used VirScan to analyze sera
from COVID-19 patients and pre–COVID-19
era controls to provide an in-depth serological
description of antibody responses to SARS-
CoV-2. We mapped the landscape of linear
epitopes in the SARS-CoV-2 proteome, char-
acterized their specificity or cross-reactivity,
and investigated serological and viral expo-
sure history correlates of COVID-19 severity.

Identification of SARS-CoV-2 epitopes
recognized by COVID-19 patients

VirScan detected robust antibody responses to
SARS-CoV-2 in COVID-19 patients. These were
primarily directed against the S and N proteins,
with substantial cross-reactivity to SARS-CoV
and milder cross-reactivity with the distantly
related MERS-CoV and seasonal HCoVs. Cross-
reactive responses to SARS-CoV-2 ORF1 were
frequently detected in pre–COVID-19 era con-
trols, suggesting that these result from anti-
bodies induced by other pathogens.
At the population level, most SARS-CoV-2

epitopes were recognized by both IgA and IgG
antibodies. We found that individuals often
exhibited a “checkerboard” pattern, using either
IgG or IgA antibodies against a given epi-
tope. This suggests that a given IgM clone often
evolves into either an IgG or IgA antibody,
potentially influenced by local signals, and
that, within an individual, theremay often be
a largelymonoclonal response to a given epitope.

Examination of the humoral response to
SARS-CoV-2 at the epitope level using the triple-
alanine scanningmutagenesis library revealed
145 epitopes in S, 116 in N, and 562 across the
remainder of the SARS-CoV-2 proteome (table
S10).Most S epitopeswere located on the surface
of the protein or within unstructured regions
that often abut, but seldom overlap, glycosyl-
ation sites (fig. S11). These epitopes ranged
from private to highly public, with one region
of S (S 811-830) being recognized by 79.9% of
COVID-19 patients. Triple-alanine scanning
mutagenesis showed highly conserved antibody
footprints for some epitope clusters and diverse
antibody footprints for others, indicating vary-
ing levels of conservation at the antibody-
epitope interface among individuals (fig. S8).
Peptides containing public epitopes could be
used to isolate and clone antibodies from B
cells bearing antigen-specific receptors. If these
antibodies are found to lack protective effects
or have deleterious effects, these regions could
be mutated in future vaccines to divert the im-
munological response to other regions of S that
might have more protective effects. Epitopes
also varied in cross-reactivity, which can be ex-
plained by the presence or absence of sequence
conservation between seasonal HCoVs and
SARS-CoV-2 at these regions. Antibodies against
several conserved epitopes in HCoVs seemed
to be anamnestically boosted in COVID-19 pa-
tients. Antibodies recognizing one of these
epitopes in the fusion peptide of S2 have been
implicated in neutralization, and their pres-
ence prior to SARS-CoV-2 infection couldmiti-
gate the severity of COVID-19. Collectively, these
data help explain why many serological assays
for SARS-CoV-2 produce false positives due to
preexisting cross-reactive antibodies, some of
whichmay potentially affect the consequences
of future SARS-CoV-2 infections.

Development of SARS-CoV-2 signature peptides
for detecting seroconversion by Luminex

Using machine learning models trained on
VirScan data, we developed a classifier that
predicts SARS-CoV-2 exposure history with
99% sensitivity and 98% specificity. We iden-
tified peptides frequently and specifically recog-
nized by COVID-19 patients and used these
to create a Luminex assay that predicts SARS-
CoV-2 exposure with 90% sensitivity and 95%
specificity. Notably, the Luminex assay requires
only three peptides to perform comparably
to full-antigen ELISAs and could be further
optimized in the future. This highlights the
utility of VirScan-based serological profiling
in the development of rapid and efficient diag-
nostic assays based on public epitopes.

Correlates of severity in COVID-19 patients

An important goal is to uncover serological
correlates of COVID-19 severity. To this end,
we compared cohorts of COVID-19 patients
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Fig. 7. High-resolution
mapping of SARS-
CoV-2 epitopes.
(A) Mapping of anti-
body epitopes in
the SARS-CoV-2 S
protein using triple-
alanine scanning
mutagenesis. Each
column of the heat-
map corresponds
to an amino acid posi-
tion, and each row
represents a COVID-19
patient. The color
intensity indicates
the average enrich-
ment of three triple-
alanine mutant
56-mer peptides
containing an alanine
mutation at that site,
relative to the median
enrichment of all
mutants of that
56-mer. The upper
panel shows the frac-
tion of samples that
recognized each
region of S as mapped
by the IgA 56-mer
(gray) versus the IgA
and IgG triple-alanine
scanning data (blue
and red, respectively).
(B and C) Detailed
plot of the triple-
alanine scanning
mutagenesis in (A) to
show the epitope
complexity within two
regions: S 766-835 (B)
and S 406-520 (C).
The amino acid
sequence at each
position is shown on
the x axis. In (B), the fusion peptide and predicted S2′ cleavage site are
indicated below the sequence (21, 22). In (C) the distinct IgA epitopes
identified by the HMM and clustering algorithms are depicted by colored bars.
Black dots correspond to ACE2 contact residues in the crystal structure of
the RBD receptor complex (6M0J) (23). Epitopes in regions E9 and E10 were
not picked up by the HMM classifier because of their short length; however,
these regions score in multiple samples and correspond to accessible
regions in the crystal structure, which suggests that they may represent true
epitopes. (D) Cryo–electron microscopy (cryo-EM) structure of the partially
open SARS-CoV-2 S trimer (6VSB) (24), highlighting the locations of the
antibody epitopes mapped by triple-alanine scanning mutagenesis. The
three S monomers are depicted in tan, green, and gray for the two closed
and single open-conformation monomers, respectively. The RBD of the open
monomer is show in light gray. Three of the RBD epitopes from (C) that

overlap ACE2 contact residues and are resolved in the cryo-EM structure
(E2, E5, and E6) are highlighted in red, purple, and blue, respectively. The
locations of additional public epitopes that were mapped in at least 10 samples
across the IgG and IgA experiments are depicted in yellow, pink, and cyan.
(E to H) The locations of four of the epitope footprints mapped in (C) are
shown in relation to the RBD-ACE2 binding interface. The upper image for each
panel shows the structure (6M0J) of SARS-CoV-2 RBD (green) in complex
with ACE2 (cyan). The E2, E5, E6, and E8 epitopes are highlighted in red,
purple, blue, and orange, respectively. Below each structure image is
the sequence alignment of the regions of the SARS-CoV-2 and the SARS-CoV
S proteins encompassing each epitope. The colored bars indicate each
epitope, the black dots indicate residues that directly interact with ACE2 in the
crystal structure, and the shaded residues indicate conservation between
SARS-CoV-2 and SARS-CoV.
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who did (H) or did not (NH) require hospital-
ization. Using both VirScan and the COVID-19
Luminex assay, we noticed a pronounced
and somewhat counterintuitive increase in
recognition of peptides derived from the
SARS-CoV-2 S and N proteins among the H
group, withmore extensive epitope spreading.
Whether this is a cause or a consequence of
severe disease is not clear. Individuals whose
innate and adaptive immune responses are
not able to quell the infection early may ex-
perience a higher viral antigen load, a pro-
longedperiodof antibody evolution, andepitope
spreading. Consequently, these patients might
develop stronger and broader antibody re-
sponses to SARS-CoV-2 and could be more
likely to have hyperinflammatory reactions
such as cytokine storms that increase the prob-
ability of hospitalization. We noticed that
hospitalized males had more robust antibody
responses to SARS-CoV-2 than hospitalized
females. This finding may indicate that males
in this group are less able to control the virus
soon after infection, and it is consistent with
reported differences in disease outcomes for
males and females (18, 19).
VirScan allowed us to examine viral expo-

sure history, which revealed two notable cor-
relations. First, the seroprevalence of CMV
and HSV-1 was much greater in the H group
than the NH group. The demographic differ-
ences in our relatively small cohort of H versus
NH COVID-19 patients make it impossible for
us to conclusively determine whether CMV or
HSV-1 infection affects disease outcome or is
simply associated with other covariates such
as age, race, and socioeconomic status. Although
CMV prevalence slightly increases with age
after 40, it also differs greatly among ethnic
and socioeconomic groups (26, 27). CMV is
a chronic herpesvirus that is known to have
a profound impact on the immune system:
It can skew the naïve T-cell repertoire (28)
and decrease T and B cell function (29) and
is associated with higher systemic levels of
inflammatory mediators (30) and increased
mortality of people >65 years of age (31). The
effects of CMV on the immune system could
potentially influence COVID-19 outcomes.
The second notable correlation we observed

was a substantial decrease in the levels of
antibodies that target ubiquitous viruses such
as rhinoviruses, enteroviruses, and influenza
viruses in COVID-19 H patients compared
with NH patients. When we examined only
the CMV+ or HSV-1+ individuals in the two
groups, we found that the strength of the
antibody response to CMVandHSV-1 peptides
was also reduced in the H group. We exam-
ined the effects of age on viral antibody levels
in a pre–COVID-19 era cohort and found a
diminution with age in the antibody response
against viral peptides differentially recognized
between the H and NH groups, consistent

with previous studies on the effects of aging on
the immune system (20). This inferred re-
duced immunity during aging could affect the
severity of COVID-19 outcomes.
In correlative analyses such as these, it is

difficult to draw strong conclusions about
causality, given the demographic differences
in the NH versus H groups. The NH group is
younger and has a higher percentage of white
and female individuals (average age 42, 66%
female) than the H group (average age: 58;
42% female) (fig. S2), consistent with well-
documented demographic skews in severely
affected COVID-19 patients (18, 19). However,
even if age and other demographic factors are
covariates, CMV seropositivity and age-related
reduction in antibody titers against viral anti-
gens, as described here, could still influence the
severity of infection. To test these hypotheses,
a much larger cohort of COVID-19 patients with
severe and mild disease that could be matched
for age, race, and sex is required. Such future
studies have the potential to enhance our un-
derstanding of the biological mechanisms un-
derlying variable outcomes of COVID-19.
Deep serological profiling can provide a

window into the breadth of viral responses,
how they differ in patients with diverse out-
comes, and how past infections may influence
present responses to viral infections. Under-
standing the epitope landscape of SARS-CoV-2,
particularly within S, provides a stepping stone
to the isolation and functional dissection of
both neutralizing antibodies and antibodies
thatmight exacerbate patient outcomes through
ADE and could inform the production of im-
proved diagnostics and vaccines for SARS-CoV-2.

Materials and methods
Sources of serum used in this study
Cohort 1

Plasma samples were from volunteers recruited
at Brigham and Women’s Hospital who had
recovered from a confirmed case of COVID-19.
All volunteers had a polymerase chain reac-
tion (PCR)–confirmed diagnosis of COVID-19
before being admitted to the study. Volunteers
were invited to donate specimens after recov-
ering from their illness and were required to be
symptom free for a minimum of 7 days. Partic-
ipants provided verbal and/or written informed
consent andprovided blood specimens for anal-
ysis. Clinical data, including date of initial symp-
tomonset, symptom type, date of diagnosis, date
of symptom cessation, and severity of symp-
toms, were recorded for all participants, as were
results of COVID-19 molecular testing. Partic-
ipation in these studies was voluntary, and the
study protocols have been approved by the
respective institutional review boards (IRBs).

Cohort 2

Serumsamples frompatientswithPCR-confirmed
COVID-19 cases while admitted to the hospital

and from patients who were actively enrolled
into a prospective study of COVID-19 infection
were provided by collaborators from the Uni-
versity of Washington. Residual clinical blood
specimens were used. Clinical data, including
symptom duration and comorbidities, were
extracted frommedical records and participant-
completed questionnaires. All study proce-
dures have been approved by the University
of Washington Institutional Review Board.

Cohort 3

Plasma samples were provided by collabora-
tors from Ragon Institute of MGH, MIT and
Harvard and Massachusetts General Hospital
from study participants in three categories: (i)
PCR-confirmedCOVID-19 caseswhile admitted
to the hospital; (ii) PCR-confirmed SARS-CoV-
2–infected cases seen in an ambulatory setting;
and (iii) PCR-confirmed COVID-19 cases in
their convalescent stage. All study participants
provided verbal and/or written informed con-
sent. Basic data on days since symptom onset
were recorded for all participants, as were re-
sults of COVID-19 molecular testing. Partici-
pation in these studies was voluntary, and the
study protocols have been approved by the
Partners Institutional Review Board.

Cohort 4

Patients were enrolled in the emergency de-
partment (ED) at Massachusetts General Hos-
pital in Boston from 15March to 15 April 2020
during the peak of the COVID-19 surge, with
an IRB-approved waiver of informed consent.
These included patients 18 years or older with
a clinical concern for COVID-19 upon ED ar-
rival and acute respiratory distress with at
least one of the following: (i) tachypnea ≥22
breaths per minute, (ii) oxygen saturation
≤92% on room air, (iii) a requirement for
supplemental oxygen, or (iv) positive-pressure
ventilation. A blood sample was obtained in a
10-ml EDTA tube concurrent with the initial
clinical blood draw in the ED. Blood was also
drawn on days 3 and 7 if the patient was still
hospitalized on those dates. Clinical course
was followed to 28 days post-enrollment or
until hospital discharge if that occurred after
28 days.
Enrolled individuals who were positive for

SARS-CoV-2were categorized into four outcome
groups: (i) requiring mechanical ventilation,
with subsequent death; (ii) requiring mechan-
ical ventilation and subsequently recovered;
(iii) requiring hospitalization on supplemen-
tal oxygen but not mechanical ventilation; and
(iv) discharged from ED and not subsequently
readmitted with supplemental oxygen. Demo-
graphic, past medical, and clinical data were
collected and summarized for each outcome
group, using medians with interquartile ranges
and proportions with 95% confidence intervals,
where appropriate.
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Cohorts 5 and 6
Longitudinal Hopkins cohort: Remnant serum
specimens were collected longitudinally from
PCR-confirmed COVID-19 patients seen at Johns
Hopkins Hospital. Samples were de-identified
before analysis, with linked time since onset
of symptom information. Specimens were ob-
tained and used in accordance with an ap-
proved IRB protocol.

Cohorts 7 and 8

Cohorts 7 and 8 were from previous studies
(7, 8).

Cohort 9

Plasma samples were collected from con-
senting participants (37 female and 51 male
individuals; 18 to 85 years old) of the Partner’s
Biobank program at Brigham and Women’s
Hospital during the period from July to August
2016. Plasma was harvested after a 10-min
1200xg ficoll density centrifugation from blood
that was diluted 1:1 in phosphate buffered sa-
line. Samples were frozen at −30°C in 1-ml ali-
quots. All samples were collected with Partners
Institutional Review Board approval.

Blood sample collection methods

For cohorts 1 to 3: Blood samples were collected
into EDTA (ethylenediamine tetraacetic acid)
tubes and spun for 15 min at 2600 rpm accord-
ing to standard protocol. Plasma was aliquoted
into 1.5-ml cryovials and stored at −80°C until
analyzed. Only de-identified plasma aliquots in-
cludingmetadata (e.g., days since symptom on-
set, severity of illness, hospitalization, ICU status,
survival) were shared for this study. When ap-
propriate for nonconvalescent samples, plasma
or serum was also heat-inactivated at 56°C for
60 min and stored at ≤20°C until analyzed.
For cohort 4: Blood samples were collected

in EDTA tubes and processed no more than
3 hours post–blood draw in a biosafety level
2+ laboratory on site. Whole blood was diluted
with room temperature RPMI medium in a
1:2 ratio to facilitate cell separation for other
analyses using the SepMate PBMC isolation
tubes (STEMCELL) containing 16 ml of Ficoll
(GE Healthcare). Diluted whole blood was cen-
trifuged at 1200 rcf for 20 min at 20°C. After
centrifugation, plasma (5 ml) was pipetted into
15-ml conical tubes and placed on ice during
PBMC separation procedures. Plasma was then
centrifuged at 1000 rcf for 5 min at 4°C, pipetted
in 1.5-ml aliquots into three cryovials (4.5 ml
total), and stored at −80°C. For the current study,
samples (200 ml) were first randomly allocated
onto a 96-well plate on the basis of disease out-
come grouping.

Design and cloning of the SARS-CoV-2 tiling and
triple-alanine scanning library

Multiple VirScan libraries were constructed as
described below. We created ~200-nt oligos

encoding peptide sequences 56 amino acids
in length, tiled with 28–amino acid overlap
through the proteomes of all coronaviruses
known to infect humans, includingHCoV-NL63,
HCoV-229E, HCoV-OC43, HCoV- HKU1, SARS-
CoV, MERS-CoV, and SARS-CoV-2, as well as
three closely related bat viruses (BatCoV-Rp3,
BatCoV-HKU3, and BatCoV-279). For SARS-
CoV-2, we included a number of coding variants
available in early sequencing of the viruses. For
SARS-CoV-2, we additionally made a 20–amino
acid peptide library tiling every five amino acids.
Additionally, for SARS-CoV-2 we made triple-
alanine mutant sequences scanning through
all 56-mer peptides. Non-alanine amino acids
were mutated to alanine, and alanines were
mutated to glycine. Each peptide in all three
libraries was encoded in two distinct ways
such that there were duplicate peptides that
could be distinguished by DNA sequencing.
We reverse-translated the peptide sequences
into DNA sequences that were codon-optimized
for expression in Escherichia coli, that lacked
restriction sites used in downstream cloning
steps (EcoRI and XhoI), and that were dis-
tinct in the 50 nt at the 5′ end to allow for
unambiguous mapping of the sequencing
results. Then we added adapter sequences to
the 5′ and 3′ ends to form the final oligonu-
cleotide sequences (table S1): These adapter
sequences facilitated downstream PCR and
cloning steps. Different adapters were added
to each sublibrary so that they could be ampli-
fied separately. The resulting sequences were
synthesized on a releasable DNA microarray
(Agilent). We PCR-amplified the DNA oligo
library with the primers shown below, di-
gested the product with EcoRI and XhoI, and
cloned it into the EcoRI/SalI site of the T7FNS2
vector (5). We packaged the resultant library
into T7 bacteriophage using the T7 Select
Packaging Kit (EMD Millipore) and ampli-
fied the library according to themanufacturer’s
protocol.
Primers used for analysis of the different

libraries employed:
CoV 56-mer library:
5′ adapter: 5′-GAATTCGGAGCGGT-3′
3′ adapter: 5′-CACTGCACTCGAGA-3′
Forward primer: 5′-AATGATACGGCGTGAA-

TTCGGAGCGGT-3′
Reverse primer: 5′-CAAGCAGAAGACGTCTC-

GAGTGCAGTG-3′
SARS CoV-2 triple-alanine scanning library:
5′ adapter: 5′-GAATTCCGCTGCGT-3′
3′ adapter: 5′-CAGGGAAGAGCTCG-3′
Forward primer: 5′-AATGATACGGCGGGAA-

TTCCGCTGCGT-3′
Reverse primer: 5′-CAAGCAGAAGACTCGAG-

CTCTTCCCTG-3′
SARS-CoV-2 20-mer library:
5′ adapter: 5′-GAATTCCGCTGCGT-3′
3′ adapter: 5′-GTACTATACCTACGGAAGG-

CTCG-3′

Forward primer: 5′-AATGATACGGCGGGAA-
TTCCGCTGCGT-3′
Reverse primer: 5′-TATCTCGCATAGCGCA-

TATACTCGAGCCTTCCGTAGGTATAGTAC-3′

Phage immunoprecipitation and sequencing

We performed phage IP and sequencing as
described previously or with slight modifica-
tions (5–8). For the IgA and IgG chain isotype-
specific IPs, we substitutedmagnetic protein A
and protein G Dynabeads (Invitrogen) with
6 mg ofMouseAnti-Human IgGFc-BIOT (South-
ern Biotech) or 4 mg of Goat Anti-Human IgA-
BIOT (Southern Biotech) antibodies. We added
these antibodies to the phage and serum mix-
ture and incubated the reactions overnight
a 4°C. Next, we added 25 or 20 ml of Pierce
Streptavidin Magnetic Beads (Thermo-Fisher)
to the IgG or IgA reactions, respectively, and
incubated the reactions for 4 hours at room
temperature, then continued with the wash-
ing steps and the remainder of the protocol, as
previously described (5–8).

Machine learning classifiers

Gradient-boosting classifier models for the
VirScan data were generated using the XGBoost
algorithm (version 1.0.2). Classifier models were
trained to discriminate either COVID-19+ and
COVID-19− patients (n = 232 and 190, respec-
tively) or severe disease and mild disease (n =
101 hospitalized patients and n = 131 nonhospi-
talized patients). Two models were generated
in each case, one using the z-scores for each
VirScan peptide from the IgG IP as input fea-
tures, and the other using the z-scores for each
VirScan peptide from the IgA IP as input fea-
tures. Additionally, a third logistic regression
classifier was trained on the output probabil-
ities from the IgG and IgA models to generate
a combined prediction. The performance of
each of the three model was assessed using a
20-fold cross-validation procedure, whereby
predictions for each 5% of the data points
were generated from a model trained on the
remaining 95%. The SHAP packagewas used to
identify the top discriminatory peptide fea-
tures from each of the XGBoost models. The
logistic regressionmodels for the Luminex data
were generated using the scikit-learn python
package. The raw median fluorescence inten-
sity (MFI) values were preprocessed using the
RobustScalar function, then a logistic regres-
sion model was trained using the three most
discriminate SARS-CoV-2 peptides. Themodel
performance was quantified by 10-fold cross-
validation.

High-resolution epitope identification
and clustering

For each position in the 56-mer, the relative
enrichment for each amino acid was calcu-
lated as the mean fold change of the three
mutant peptides containing an alanine mutation
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at that location relative to the median fold
change of all alanine mutants for the 56-
mer. Overlapping 56-mers were combined by
taking the minimum value at each shared
position to account for the possibility that an
epitope is interrupted in one of the tiles by
the peptide junction. To map the boundaries
of antibody footprints from the triple-alanine
scanning data for each sample we used the
hmmlearn python package to develop a three-
state HMM assuming a Gaussian distribution
of relative enrichment emissions for each state.
Mapped antibody footprints smaller than five
amino acids in length were removed from
the subsequent analysis. Next, we performed
a two-step hierarchical clustering procedure
to identify the number of distinct epitopes.
First, for each protein all antibody footprints
identified across the 169 COVID-19+ patient
samples were clustered based on the start and
stop locations predicted by the HMM classifier
to generate epitope clusters. Next, to identify
distinct epitopes, we performed an additional
step of hierarchical clustering on the sam-
ples with epitopes within each epitope cluster
based on the relative enrichment values of
the triple-alanine mutants spanning the epi-
tope (fig. S8).

Similarity-score calculation

Pairwise alignments were generated for the S
proteins of SARS-CoV-2 and each of the four
common HCoVs. Similarity scores were calcu-
lated separately for a 21–amino acid window
centered at each position of the SARS-CoV-2 S
protein. The mean similarity score between
SARS-CoV-2 and the corresponding sequence
of the other HCoV was calculated for each win-
dow using the BLOSUM62 substitution matrix
with a gap opening and extending penalty
of −10 and −1, respectively. The maximum sim-
ilarity was score was calculated as the max-
imum value among the pairwise similarity
scores between SARS-CoV-2 and each of the
four common HCoVs for the sliding window
centered at each position.

Luminex multiplex peptide epitope
serology assays

Multiplexed SARS-CoV-2 peptide epitope assays
were built using the peptides listed in table
S9. Peptides were synthesized by the Ragon/
MGH Peptide Core Facility with a Propargly-
glycine (Pra, X) moiety in the N terminus to
facilitate cross-linking to Luminex beads using
a “click” chemistry strategy as described pre-
viously (13). In brief, Luminex beads were first
functionalized with amine-PEG4-azide and
then reacted with the peptides to generate
20 different Luminex beads with attached pep-
tides. Luminex bead–based serology assays
were performed in 96-well U-bottom polypro-
pylene plates using PBS + 0.1% bovine serum
albumin as the assay buffer. Bead washes were

done using PBS + 0.05% Triton X-100 by in-
cubation for 1 min on a strong magnetic plate
(Millipore-Sigma, Burlington, MA). All assay
incubation timeswere 20min. In the first step,
beads were incubated with 20 ml of plasma
samples. Samples used for the classifier were
diluted 1:100, samples used to compare dis-
ease severity were diluted 1:300. After a wash
step, bound IgA or IgGwas detected by adding
40 ml of biotin-labeled anti-IgA or IgG anti-
bodies at 0.1 mg/ml (Southern Biotechnology,
Birmingham, AL). Next, 40 ml of phycoerythrin
(PE)–labeled streptavidin (0.2 mg/ml) (Biolegend,
San Diego, CA) and assay plates were ana-
lyzed on a Luminex FLEXMAP 3D instrument
(Luminex Corporation, Austin, Texas) to gen-
erate MFI values to quantify peptide-specific
IgA or IgG levels.

ELISA serology assays

ELISAs were performed separately using
the SARS-CoV-2 N protein, S protein, or the S
receptor-binding domain (RBD). 96-well plates
were coated with antigen overnight. The plates
were then blocked in PBS + 3% BSA. After
washing with PBS + 0.05% Tween-20, the plas-
ma sample were diluted 1:100, added to the
plates and incubated overnight at 4°C. After
incubation, the plates were washed three times
with PBS + 0.05% Tween-20. The bound IgG was
detected by adding anti-human IgG-alkaline
phosphatase (Southern Biotech, Birmingham,
AL) and incubating for 90 min at room tem-
perature. The plates were washed an additional
three times, after which p-nitrophenyl phos-
phate solution (1.6 mg/ml in 0.1 M glycine,
1 mM ZnCl2, 1 mM MgCl2, pH 10.4) was added
to each well and allowed to develop for 2 hours.
Bound IgG was quantified by measuring the
OD405, and the reported values were calcu-
lated as the fold change over the pre–COVID-19
controls.
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Identification of Integrator-PP2A complex (INTAC),
an RNA polymerase II phosphatase
Hai Zheng*, Yilun Qi*, Shibin Hu*, Xuan Cao*, Congling Xu*, Zhinang Yin, Xizi Chen, Yan Li, Weida Liu,
Jie Li, Jiawei Wang, Gang Wei, Kaiwei Liang, Fei Xavier Chen†, Yanhui Xu†

INTRODUCTION: RNA cleavage and phospho-
rylation-dephosphorylation of the RNA poly-
merase II (Pol II) C-terminal domain (CTD)
are two regulatorymechanisms of transcription.
The metazoan-specific Integrator is an RNA
endonuclease that regulates Pol II–mediated
transcription by cleaving a variety of RNAs.
Integrator is composed of at least 14 subunits,
INTS1 to INTS14, with a molecular weight
greater than 1.4MDa;mechanistic studies are
limited to a few structures of isolated do-
mains. Phosphorylation of 52 heptad repeats
of Y1S2P3T4S5P6S7 of human Pol II CTD at
Ser2, Ser5, and Ser7 involves multistep tran-
scriptional regulation, and a few phospha-

tases have been identified (Y, Tyr; S, Ser; P,
Pro; T, Thr). The serine-threonine protein
phosphatase PP2A represents the majority
of phosphatase activities in many human
tissues and plays a crucial role in a variety of
cellular processes. PP2A indirectly regulates
gene expression by targeting various signaling
pathways. However, it remains elusive whether
PP2A directly regulates transcription.

RATIONALE: In a study of PP2A functions in the
nucleus, we found that Integrator associates
with the PP2A core enzyme formed by PP2A-A
(scaffold subunit) and PP2A-C (catalytic sub-
unit). We reconstituted the human Integrator-

PP2A complex and determined the cryo–
electron microscopy structure. The chromatin
localization of the complex was detected by
chromatin immunoprecipitation sequencing.
Biochemical and cellular analyses were per-
formed to investigate the binding of Integra-
tor-PP2A to Pol II and dephosphorylation of
Pol II CTD. The effect of the phosphatase and
endonuclease of INTAC on transcription was
tested by structure-guided functional analyses.

RESULTS: We identified a stable Integrator-
containing PP2A-AC complex, which we term
INTAC. The 3.5-Å-resolution structure shows
that nine human Integrator subunits and PP2A
core enzyme assemble into a rigid four-module
complex. A cruciform-shaped central scaffold is
formed by the backbone (INTS1-INTS2-INTS7)
and shoulder (INTS5-INTS8)modules. The phos-
phatase (INTS6 andPP2A-AC) and endonuclease
(INTS4-INTS9-INTS11) modules flank the oppo-
site sides, with the phosphatase (PP2A-C) and
endonuclease (INTS11) subunits being apart from
each other by as much as ~150 Å.
Canonical PP2A holoenzyme consists of the

PP2A core enzyme and a single regulatory sub-
unit (PP2A-B). By contrast, INTAC functions as
a noncanonical PP2A holoenzyme and Integra-
tor serves as amulticomponent regulatory sub-
unit, bywhich the PP2A core enzyme is recruited
to chromatin-associated Pol II and dephospho-
rylates Pol II CTD at Ser2, Ser5, and Ser7. The
phosphatase of INTAC suppresses transcrip-
tion of coding genes and noncoding elements
and affects transcription initiation, pausing,
and elongation. By contrast, the endonuclease
of INTAC mainly modulates the pausing-
elongation transition and plays amore evident
role in regulating the transcription of small
nuclear RNAs. Thus, consistent with their ar-
chitectural separation in the INTAC structure,
the RNA endonuclease and phosphatase play
distinct roles in the regulationofPol II–mediated
transcription.

CONCLUSION: We present the identification,
structural visualization, and functional char-
acterization of the Integrator-PP2A complex,
a noncanonical PP2A holoenzyme. Our study
provides a direct connection between PP2A-
mediated dephosphorylation and transcrip-
tional regulation, two of the most fundamen-
tal cellular processes, and reveals how dual
enzymatic activities are structurally and func-
tionally integrated into the INTAC complex.▪
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Identification of Integrator-PP2A complex (INTAC),
an RNA polymerase II phosphatase
Hai Zheng1,2*, Yilun Qi1*, Shibin Hu1*, Xuan Cao3*, Congling Xu1*, Zhinang Yin4, Xizi Chen1, Yan Li1,
Weida Liu1, Jie Li1, Jiawei Wang5, Gang Wei3, Kaiwei Liang4, Fei Xavier Chen1†, Yanhui Xu1,2,6†

The 14-subunit metazoan-specific Integrator contains an endonuclease that cleaves nascent RNA
transcripts. Here, we identified a complex containing Integrator and protein phosphatase 2A core
enzyme (PP2A-AC), termed INTAC. The 3.5-angstrom-resolution structure reveals that nine human
Integrator subunits and PP2A-AC assemble into a cruciform-shaped central scaffold formed by the
backbone and shoulder modules, with the phosphatase and endonuclease modules flanking the opposite
sides. As a noncanonical PP2A holoenzyme, the INTAC complex dephosphorylates the carboxy-terminal
repeat domain of RNA polymerase II at serine-2, -5, and -7 and thus regulates transcription. Our study
extends the function of PP2A to transcriptional regulation and reveals how dual enzymatic activities—RNA
cleavage and RNA polymerase II dephosphorylation—are structurally and functionally integrated into the
INTAC complex.

T
he metazoan-specific Integrator binds
the C-terminal domain (CTD) of RNA
polymerase II (Pol II) and functions as
an RNA endonuclease to cleave different
classes of RNAs, thereby regulating the

transcription of both protein-coding genes
and noncoding elements (1–14). Dysregulation
of Integrator subunits has been found in severe
neurodevelopmental syndromes and cancer
(1, 15–17). Integrator is composed of at least
14 subunits, INTS1 to INTS14, with a molecu-
lar weight greater than 1.4 MDa (9, 18). The
RNA endonuclease subunit INTS11 binds a
catalytically inactive homolog INTS9 and a
scaffold subunit INTS4 to form a cleavage
module (19). INTS3 and INTS6 form another
complex called the sensor of single-stranded
DNA complex (SOSS) that is involved in the
DNA damage response (20, 21). It is well known
that Integrator primarily functions as an endo-

nuclease. However, endonuclease-independent
functions of Integrator remain elusive. Despite
its functional importance, themechanistic studies
of Integrator are limited to a few structures of
isolated modules (21, 22) owing to its composi-
tional complexity and sample scarcity.
The dynamic regulation of phosphorylation

and dephosphorylation of Pol II CTD is critical
for multiple steps of eukaryotic transcription
(23–26). In mammals, phosphorylation of 52
heptad repeats of Y1S2P3T4S5P6S7 of Pol II
CTD at Ser5 and Ser2 plays a regulatory role in
controlling transcription initiation and elon-
gation, respectively (Y, Tyr; S, Ser; P, Pro; T,
Thr) (23, 26, 27). Unlike the extensive studies
of phosphorylation, our understanding of Pol
II CTD dephosphorylation is limited to fewer
studies of several identified phosphatases, such
as FCP1 (28), SSU72 (29), and RPAP2 (30, 31).
Here, we provide structural and biochemical
evidence showing that protein phosphatase
2A (PP2A) core enzyme stably associates
with Integrator and that the Integrator-
PP2A complex regulates transcription through
dephosphorylation of Pol II CTD.
PP2A accounts for asmuch as 1% of the total

cellular protein in the brain and represents
the majority of serine/threonine phosphatase
activities in many tissues (32–35). PP2A is
highly conserved across species and plays a
crucial role in a variety of cellular processes—
such as signal transduction, the cell cycle, cell
proliferation, and neuronal physiology—and
is dysregulated in some cancer and neuro-
degenerative diseases. The physiologically rele-
vant PP2A core enzyme (PP2A-AC) consists
of a catalytic (PP2A-C) subunit and a scaffold
(PP2A-A) subunit (32, 36). The PP2A holo-
enzyme is formed by PP2A-AC and one of
at least 26 substrate-binding regulatory sub-

units, which are grouped into four subfamilies:
B (B55/PR55), B′ (B56/PR61), B″ (PR48/PR72/
PR130), and B‴ (PR93/PR110) (34, 37). Previous
studies have shown that PP2A could influence
gene expression by targeting various signaling
pathways (38–42). However, it remains elusive
whether PP2A directly regulates transcription.
Here,we identified the Integrator-containing

PP2A-AC (INTAC) complex and determined
its structure at near-atomic resolution. As a
noncanonicalPP2Aholoenzyme, INTACdephos-
phorylates Pol II CTD and thus regulates
transcription.Our study connectsPP2A-mediated
dephosphorylationand transcriptional regulation,
two of themost fundamental cellular processes.

PP2A core enzyme forms a stable complex
with Integrator

To explore the nuclear function of PP2A, we
sought to identify PP2A-binding proteins in
the nucleus. The Protein A–tagged PP2A-A
and PP2A-C were individually overexpressed
in human embryonic kidney (HEK) Expi293
cells, which was followed by nuclear extraction,
purification, and mass spectrometry analyses
(fig. S1A). Notably, most of the Integrator sub-
units were copurified with PP2A-A and PP2A-C
(Fig. 1A). Ectopic expression and affinity puri-
fication of two representative Integrator sub-
units confirmed the binding of Integrator to
the PP2A core enzyme but not to any known
PP2A regulatory subunits (Fig. 1A and fig. S1A).
The Integrator-PP2A interaction was further
validated by reciprocal coimmunoprecipitation
with antibodies against endogenous PP2A core
enzyme and representative Integrator subunits
(INTS1, INTS3, INTS5, and INTS11) followed by
Western blotting (Fig. 1B).
To obtain a purified complex for further

biochemical and structural analyses, the human
Integrator subunits were cotransfected and
overexpressed in HEK Expi293 cells. The
Integrator-PP2A complex was purified to homo-
geneity by immunoprecipitation followed by
density gradient centrifugation. Considerable
amounts of endogenous PP2A-A and PP2A-C
and all the Integrator subunits comigrated to
the peak fractions (Fig. 1C and fig. S1B, lanes
13 to 15), whereas Integrator subcomplexes
lacking PP2A-ACmigrated to lower–molecular
weight fractions (fig. S1B, lanes 7 to 11). The
above analyses suggest the existence of a stable
complex, which we term INTAC.

Chromatin localization of the INTAC complex

We next examined whether PP2A and Inte-
grator form a complex on chromatin. The
cellular fractionations confirmed evident chro-
matin localization of representative Integrator
subunits (43) and showed noticeable chroma-
tin localization of PP2A (Fig. 1D). The relative
proportion of PP2A on chromatin is less than
that of Integrator subunits, consistent with the
major cytoplasmic distribution of PP2A (44, 45)
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and the primary chromatin localization of Inte-
grator (43). We conducted chromatin immuno-
precipitation sequencing (ChIP-seq) of PP2A-A,
PP2A-C, and representative Integrator subunits
and compared their genomic distributions
with that of Pol II and histonemodifications.
Heatmaps ranked by decreasing Integrator
occupancy show a comparable genomic occu-
pancy of Integrator subunits and PP2A-AC
(Fig. 1E), which bind both promoter and en-
hancer regions (fig. S1C). Notably, the Pearson

correlation coefficient (PCC) values are the
highest between PP2A and Integrator sub-
units compared with that between INTAC and
Pol II or histonemodifications (Fig. 1F), consist-
ent with the presence of a stable Integrator-
PP2A complex.

Structure determination and overall structure
of the INTAC complex

Wenext determined the cryo–electronmicros-
copy (cryo-EM) structure of INTAC using

single-particle reconstruction. The cryo-EM
map was refined to an overall resolution of
3.5 Å, and locally refined maps were obtained
to support model building (Fig. 2 and figs. S2
to S4). The structural model was mainly built
ab initio with available structural templates
(22, 46, 47) as references (fig. S3, table S1, and
movies S1 to S7). The INTS3, INTS10, INTS12,
INTS13, and INTS14 subunits were observed
in the peak fractions in the density gradient
centrifugation (fig. S1B, lanes 13 to 15) but
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Fig. 1. Identification, characterization, and genome-wide profiling of the INTAC
complex. (A) Mass spectrometry analyses of Protein A–tagged PP2A-A, PP2A-C,
INTS2, and INTS8. The PEP score represents the sum of posterior error probability
(PEP). IP, immunoprecipitation. (B) Coimmunoprecipitation and Western blotting of
endogenous Integrator subunits and PP2A core enzyme confirming the interaction
between Integrator and PP2A-AC. (C) The purified INTAC complex was subjected to
SDS-PAGE (SDS–polyacrylamide gel electrophoresis) followed by Coomassie blue

staining. (D) Subcellular fractionation and Western blotting of INTAC subunits showing
its localization on chromatin. WCL, whole-cell lysate. (E) Heatmaps of genome-wide
occupancy of INTS1, INTS3, INTS5, INTS11, PP2A-A, and PP2A-C. Color-scaled intensities
are in units of log2 reads per million. (F) Hierarchical clustering of the correlation
between genomic occupancy (peaks) for INTAC subunits, total and phosphorylated
Pol II, H3K4me1, and H3K27ac. Numbers indicate Pearson correlation coefficients.
The red box highlights the correlation coefficient values between INTAC subunits.
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Fig. 2. Overall structure of the INTAC complex. (A) Schematic modular
organization and domain structures. Residues at domain boundaries are
indicated. Solid and dashed lines indicate regions that were modeled with
residues and poly-alanine, respectively. The color scheme is indicated and used
throughout all figures. R1, R2, R3, and R4, repetitive helix hairpin domains; HEAT,
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domain. The * represents an inactive catalytic domain of INTS9. (B) The 3.5-Å-

resolution cryo-EM map of the INTAC complex in three different views, with
subunit surfaces colored as in (A). The four modules are indicated with dashed
circles. (C) Cartoon model of the INTAC structure shown in two different views.
The putative binding sites of RNA transcript on INTS11 and phosphorylated
CTD (pCTD) of Pol II on PP2A-C are indicated. The zinc and magnesium cations
at the catalytic centers of INTS11 and PP2A-C are shown as gray and red
spheres, respectively, and their distance is indicated by the blue dashed line.
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were not assigned in the structural model,
suggesting that these subunits were invisible
in the cryo-EM map because of flexibility. The
unassigned model (Fig. 2C) and the weak pe-
ripheral cryo-EM density (fig. S3E) may be de-
rived from these missing subunits and/or
unmodeled regions.
The cryo-EMmap reveals a compact foldwith

approximate dimensions of ~280 Å by 260 Å
by 150 Å and can be divided into fourmodules,
including backbone (INTS1-INTS2-INTS7), shoul-
der (INTS5-INTS8), phosphatase (INTS6 and
PP2A-AC), and endonuclease (INTS4-INTS9-
INTS11)modules (Fig. 2, B andC). The shoulder
and backbonemodules form a central cruciform
scaffold, and the phosphatase and endonuclease
modules flank the opposite sides. The phos-
phatase (PP2A-C) and endonuclease (INTS11)
subunits are apart from each other by asmuch
as ~150 Å (Fig. 2C). INTS2 is a scaffold subunit
of the backbone module and mediates inter-
modular contacts through binding the shoul-
der and phosphatase modules. INTS2, INTS5,
and INTS8 together grasp the phosphatase
module. INTS7 and INTS4 mediate contacts
between the backbone and endonuclease mod-
ules. Consistent with the structural rigidity,
the majority of the INTAC complex consists
of tandemly repeated a helices, huntingtin-
elongation-A subunit-TOR (HEAT) repeats, and
b-sandwich and mixed a/b domains (Fig. 2A).

The backbone and shoulder modules form a
cruciform scaffold

In the backbone module, INTS1, INTS2, and
INTS7 closely associate with each other to
assemble a rigid scaffold (Fig. 3, A and B).
INTS2 adopts an elongated conformation and
consists of an N-terminal helical cap (Ncap)
and three tandemly repeated a-helix hairpins
(denoted INTS2R1 to INTS2R3) (Fig. 3A, top
left). The repeated helical regions of INTS1,
INTS5, and INTS8 are similarly termed for
simplicity (Fig. 2A). INTS2R1 exhibits an ex-
tended arch-shaped conformation, with the
Ncap further capped by an unassigned helical
repeat region (Fig. 3C). An INTS2R2-INTS2R3-
INTS1R4 “bridge” extends to and binds the
shoulder module (Fig. 3D). The rest of INTS1
(INTS1R1 to INTS1R3) adopts an arch-shaped
conformation. INTS7 consists of an N-terminal
superhelical a solenoid, an eight-helix bundle,
and a C-terminal b-sandwich domain (Fig. 3E).
INTS1, INTS2, and INTS7 merge at a three-way
junction andmake extensive contactswith each
other, nucleating the assembly of the whole
INTAC complex (Fig. 3, B, D, and F).
The shoulder (INTS5-INTS8) and the back-

bone modules form a cruciform scaffold (Fig.
3A). INTS5 consists of four helical repeats ar-
rayed in a nearly straight conformation (Fig.
3G). INTS5R2 to INTS5R4 are wrapped by
INTS8, creating a rigid shoulder module (Fig.
3, H and I). INTS8R3 adopts a superhelical

conformation and wraps around INTS1R4,
INTS2R3, and INTS5R2 and therefore enlaces
the shoulder and backbone modules at the
intersection (Fig. 3, A and I).

Assembly of the phosphatase module into the
INTAC complex

The Integrator-PP2A contacts generate a buried
surface area of ~2500 Å2 and allow the PP2A
core enzyme to be stably assembled into the
Integrator complex (Fig. 4, A to C). INTS2 of
the backbone and INTS5 and INTS8 of the
shoulder together grasp the phosphatase
module with an INTS5 loop (residues 708 to
768, denoted INTS5-anchor) (Fig. 3G) anchored
into a groove between PP2A and INTS2R2
(Figs. 2 and 4, A and B). INTS8R1 merges with
the first HEAT repeat (HEAT1) of PP2A-A and
stabilizes this otherwise flexible end (48, 49)
(Fig. 4A and fig. S5). PP2A-C is stabilized within
the phosphatase module through a network of
intermolecular interactions between INTS5R4,
INTS8R3, INTS6, and PP2A-C, whichmerge at
a four-way junction (Fig. 4A). Patient-derived
deletion (residues E973VL975; E, Glu; V, Val;
L, Leu) of INTS8 around this site impaired the
function of Integrator (15), suggesting a critical
role of this contact.
Immunoprecipitation assays confirmed the

essential role of the shoulder module in incor-
porating PP2A into INTAC (Fig. 4D). Endoge-
nous PP2A associated with Protein A–tagged
INTS2, the scaffold subunit of the INTAC
complex, when all Integrator subunits were
overexpressed (lane 11). The Integrator-PP2A
association was impaired by excluding INTS5
(lane 12) or INTS8 (lane 14), supporting the crit-
ical roles of these shoulder subunits in the as-
sembly of the phosphatase module into INTAC.
By contrast, the deletion of INTS11 (lane 15) did
not affect the Integrator-PP2A interaction, con-
sistent with the architectural separation of the
two catalytic modules (Fig. 2, B and C).

INTS6 facilitates assembly of PP2A into the
INTAC complex

INTS6 binds the PP2A core enzyme and facili-
tates its assembly into INTAC (Fig. 4, A to C).
Consistent with its structural role as a scaf-
fold subunit of the phosphatase module, the
deletion of INTS6 also led to the dissociation
of PP2A from INTAC (Fig. 4D, lane 13). The
von Willebrand factor type A domain (vWA)
domain of INTS6 reveals a mixed a/b fold and
binds INTS8R3 and the small helix domain of
PP2A-C (Fig. 4, B and C, and fig. S6). Four seg-
ments (residues 474 to 599) of INTS6 sequen-
tially wind through the surfaces of INTS2 and
PP2A and glue the backbone module and PP2A
together (Fig. 4B, left). Segment 1 packs against
the surface of INTS2R3. Segment 2 binds the
INTS5-anchor and is sandwiched by INTS2R2
and PP2A-AC. Segment 3 binds the b-sandwich
domain of PP2A-C and merges with the edge

of the catalytic cavity. Segment 4 packs against
the ridge of HEAT repeats of PP2A-A.
The vWA and b-barrel domains of INTS6

adopt a rigid bilobular fold, which sits on top
of PP2A-C and stands out of the phosphatase
module (Fig. 4B and fig. S6). The b-barrel
domain adopts a fold similar to that of DNA-
bindingproteinKu70 (50) andaphosphopeptide-
binding SPOC domain (51), suggesting a role
in mediating intermolecular interaction.

The INTAC complex is a noncanonical PP2A
holoenzyme

The structure suggests that INTAC is a
catalytically active and noncanonical PP2A
holoenzyme (Fig. 4, A to C, and fig. S5). The
PP2A core enzyme adopts a conformation
similar to that in canonical PP2Aholoenzymes
(33, 34), as exemplified by the AC-B/PR55 com-
plex (52) (Fig. 4B, right). In the INTAC complex,
PP2A-A exhibits a characteristic horseshoe-
shaped conformation and PP2A-C packs against
PP2A-A on the ridge of HEAT11-HEAT15 (Fig.
4A and fig. S5B). PP2A-C is cradled by INTS2,
INTS5, INTS8, INTS6, and PP2A-A and is po-
sitioned in the center of the phosphatasemod-
ule. The edge of the PP2A-C catalytic cavity
merges with an INTS8R1 insert (INTS8-insert)
(Fig. 4C), and the catalytic cavity faces toward a
V-shaped open groove formed by PP2A-A and
INTS6, showing a potential substrate entry
groove distinct from that of the canonical
PP2A holoenzymes (Fig. 4B and fig. S5).
In all the structures of PP2A holoenzymes

solved to date, regulatory subunits associate
with the ridge of N-terminal HEAT repeats of
PP2A-A (46, 52–55) and recruit substrates to
PP2A-C (52, 55) (Fig. 4B and fig. S5). By con-
trast, Integrator makes multiple contacts with
PP2A-C but not PP2A-A. Structural compari-
son shows that regulatory subunits (B, B′, and
B″) would clash with INTS6 or INTS8 in the
context of INTAC, suggesting a mutually ex-
clusive assembly of INTAC and the known
PP2A holoenzymes. The structural analyses
are consistent with the absence of regulatory
subunits in the purified INTAC (Fig. 1, A and
C). As described below, INTAC binds Pol II
and dephosphorylates Pol II CTD (Fig. 5). Thus,
INTAC represents a noncanonical PP2A holo-
enzyme in which Integrator binds the PP2A
core enzyme and serves as a regulatory sub-
unit to recruit substrates, such as Pol II, for
dephosphorylation.

Integrator recruits PP2A to chromatin

We have shown chromatin localization of the
INTAC complex (Fig. 1, D to F). The known
chromatin and Pol II association of Integrator
(9, 10) suggests that Integrator recruits PP2A-
AC to chromatin. To test this, we performed
ChIP-seq of PP2A subunits, along with Pol II,
in DLD-1 colorectal adenocarcinoma cells
with the depletion of INTAC subunits using
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independent short hairpin RNAs (shRNAs) (fig.
S7, A to C). Because Integrator-PP2A association
requires INTS8 (the shoulder subunit), but not
INTS11 (endonuclease subunit) (Fig. 4D), INTS8,
INTS11, and PP2A-Ca/Cb (double deletion) were

depleted for analyses. Compared to that of Pol
II, the relative occupancy of both PP2A-A (Fig.
4E) and PP2A-C (Fig. 4F) exhibited a dramatic
decrease upon depleting PP2A-Ca/Cb or INTS8
but not INTS11. However, attenuated expression

of PP2A-Ca/Cb had a subtle effect on the relative
level of Integrator, as represented by INTS3
(fig. S7D). These data indicate that Integrator
mediates the recruitment of PP2A to chroma-
tin-associated Pol II but not vice versa.
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INTAC dephosphorylates Pol II CTD
Integrator has been known to bind Pol II on
chromatin (9, 10). To test whether Integrator
within the INTAC complex could still bind Pol
II, we performed an in vitro pulldown assay
using purified INTAC, PP2A core enzyme, and
unphosphorylated Pol II (Fig. 5A and fig. S8, A
to D). The Integrator subunits and PP2A in the

context of INTAC, but not PP2A core enzyme
alone, were pulled out by the immobilized
Pol II, indicating that Integrator in INTAC
directly binds Pol II and bridges an indi-
rect interaction between PP2A and Pol II.
Interestingly, hyperphosphorylated Pol II
was converted into the hypophosphorylated
form after incubating with INTAC in the pull-

down assay (Fig. 5B), suggesting a previously
unknown phosphatase activity of PP2A, in the
context of INTAC, against phosphorylated CTD
of Pol II.
We next conducted an in vitro phosphatase

assay using purified phosphatases and hyper-
phosphorylated Pol II as the substrate (Fig.
5C). The basal activities of these phosphatases
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Fig. 4. The phosphatase module and its assembly into INTAC. (A) Cartoon
model of the phosphatase module and the associated domains of INTS2,
INTS5, and INTS8. The INTS6 b-barrel domain was omitted for clarity. Residues
E973VL975 of INTS8 that are deleted in patients with a severe neurodevelopmental
syndrome (15) are shown as blue spheres, which are near the four-way junction
of INTS5, INTS8, INTS6, and PP2A-C. (B) Side view of the phosphatase module with
four PP2A-binding segments of INTS6 indicated with blue boxes (left). The structure
of PP2A holoenzyme AC-B/PR55 (PDB ID: 3DW8) (52) is shown for comparison
(right). The putative substrate entry grooves are indicated with arrows. (C) Two
views of intermolecular contacts around PP2A-C, with surrounding regions omitted

for clarity. Integrator subunits are shown in surface representations (bottom).
(D) Immunoprecipitation of Protein A–tagged INTS2 and PP2A-AC. The Protein
A–tagged INTS2 alone (lane 10), Protein A–tagged INTS2 with all other untagged
Integrator subunits (lane 11), or Protein A–tagged INTS2 with all but one
indicated subunit (lanes 12 to 15) were overexpressed, immunoprecipitated, and
subjected to Western blotting. PA, Protein A. (E and F) Boxplots showing the
relative occupancy of PP2A-A (E) and PP2A-C (F) compared with Pol II in cells
transduced with NonT, shINTS8, shINTS11, or shPP2A-C. Boxplot whiskers
represent the minimal and maximal values of each sample; red dashed lines
indicate the median value of NonT.
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were confirmed by the reactions using a non-
specific phosphatase substrate, para-nitrophenyl
phosphate (pNPP) (fig. S8E). Of note, INTAC
efficiently converted Pol II from the hyper-
phosphorylated to the hypophosphorylated
forms by dephosphorylating Ser2, Ser5, and
Ser7 of Pol II CTD in a dose-dependent manner
(Fig. 5C, lanes 1 to 4). By contrast, PP2A core
enzyme, PP1, and SSU72 showed undetectable
phosphatase activity against Pol II CTD (lanes
6 to 14). The phosphatase activity of INTACwas
blocked by the incorporation of catalytically
inactive (H59K/H241K; H, His; K, Lys) PP2A-C
(56) (fig. S8F) or cotreatment with microcystin-
LR (MC-LR), a selective and potent inhibitor
of PP2A (Fig. 5C, compare lanes 4 and 5). Thus,
INTAC binds Pol II and dephosphorylates Pol
II CTD at Ser2, Ser5, and Ser7. It is known that
PP2Aholoenzymesdephosphorylatemore than
300 substrates (33). The substrate of INTAC

may not necessarily be restricted to Pol II CTD.
Other transcriptional regulators, especially
Integrator-interacting proteins, are potential
substrates of the INTAC phosphatase.
To validate INTAC-mediated CTD de-

phosphorylation in cells, we conducted ChIP-seq
and measured genome-wide levels of phospho-
rylated Pol II upon depleting PP2A-C or INTS8.
To better annotate the phosphatase functions,
we focused on phosphorylated Ser5 and Ser2

(pSer5 and pSer2), the two representativemarks
of transcription initiation and elongation, re-
spectively (23, 26, 27). Notably, as exemplified
byCCND1, S100A10,EPDR1, andGDA (fig. S9, A
to D), attenuated expression of either INTS8 or
PP2A-C led to increased levels of both pSer5

and pSer2 of Pol II at a genome-wide level
(Fig. 5, D and E). These in vitro and in vivo
results together reveal that phosphorylated
Pol II is a bona fide substrate of INTAC, in

which Integrator recruits Pol II to PP2A for
dephosphorylation of the CTD.

INTAC regulates transcription of
protein-coding genes and enhancers

The dynamic regulation of Pol II phospho-
rylation is coupled with and regulates the
transitions between steps in the transcription
cycle (23, 24, 27). To elucidate the impact of
INTAC on transcription, we examined the
levels of Pol II phosphorylation at promoters
and enhancers and observed a substantial
increase of pSer5 and pSer2 in both regions
upon depletion of INTS8 or PP2A-C (Fig. 6A).
As mentioned above, pSer5 peaks at promoter
regions and primarily represents initiating and
paused Pol II, whereas pSer2 is more enriched
in gene bodies and mainly reflects elongating
polymerase (23, 26, 27). Therefore, our results
imply that depleting INTS8 or PP2A-C enhances
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both transcription initiation and elongation.
The quantification of nascent RNA levels re-
veals a major increase in expression of INTAC
targets upon the impairment of its phospha-
tase activity by depleting PP2A-C or disruption
of PP2A-Integrator interaction by depleting
INTS8 (fig. S10A). Notably, the knockdown of
INTS8 or PP2A-C caused an even greater in-
crease in nascent RNA levels at enhancers
than at promoters, unveiling a broad impact
of INTAC in regulating transcription of both
coding genes and noncoding elements.
To assess the extent of the impact on tran-

scription initiation, promoter-proximal paus-
ing, and elongation, we calculated the ratio of
Pol II occupancy between the gene body and
promoter, which is referred to as the Pol II re-
lease ratio (PRR) (57). The depletion of INTS8
or PP2A-C had a minor effect on PRR values
(Fig. 6B), indicating that disrupting the phos-
phatase module leads to a comparable effect on
initiation, pausing, and elongation. These results
agree with the nonpreferential phosphatase ac-
tivity on pSer5 and pSer2 and suggest that the
phosphatase activity of INTAC functions as a
general suppressor in transcriptional regulation.

Assembly of the endonuclease module
into INTAC
In the endonucleasemodule, INTS11 and INTS9
are structurally similar and each consists of
a bilobed endonuclease domain formed by
metallo-b-lactamase and b-CASP domains fol-
lowed by a carboxy-terminal dimerization do-
main (Fig. 7, A to C, and fig. S11, A to C). INTS11
possesses highly conserved residues arranged
in an octahedral geometry for the chelation of
two zinc cations (Fig. 7B and fig. S12). Such zinc
coordination is essential for INTS11 endonu-
clease activity (47). By contrast, INTS9 has no
such equivalent residues, consistentwith its lack
of catalytic activity (Fig. 7C and fig. S12). The two
endonuclease domains (active in INTS11 and
inactive in INTS9) form a pseudo-symmetric
dimer and bind to each other in a back-to-back
manner with the open catalytic pockets facing
outward in opposite directions (Fig. 7A).
The carboxy-terminal dimerization domains

of INTS11 and INTS9 are intertwined and di-
merize into a b-barrel domain and an a/b
domain (Fig. 7A, top right). The eight-stranded
b-barrel domain is further stabilized by an a
helix of INTS11 (Fig. 7A). As described previously

(22), the C-terminal a/b domain is formed by a
nine-stranded b sheet packing against four a
helices onone side. Theb-barrel anda/b domains
flank out of the core of the endonuclease module
and bring the C termini of the two catalytic do-
mains into proximity, possibly supporting the
architectural arrangement of INTS11 and INTS9.
INTS4 binds and stabilizes the INTS11-

INTS9 heterodimer and bridges the endo-
nuclease to scaffold modules (Fig. 7, A and
D, and fig. S11A). INTS4 shares a similar do-
main composition to that of INTS7 but exhibits
a distinct overall conformation (Figs. 3E and 7E
and fig. S11, D and E). The crescent-shaped a
solenoid of INTS4 associates with the dimeric
endonuclease domains of INTS11 and INTS9
(Fig. 7, A and D). The eight-helix bundle and
b-sandwich domain of INTS4 make extensive
contacts with INTS7 and stabilize the b-CASP
domain of INTS9 (Fig. 7, C and D).

The phosphatase and endonuclease
modules play independent roles
in controlling transcription

The architectural placement of the phospha-
tase and endonuclease modules suggests two
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Fig. 6. Independent functions of the phosphatase and endonuclease mod-
ules in regulating transcription. (A) Heatmaps of pSer5 and pSer2 occupancy
in cells transduced with NonT, shINTS8, or shPP2A-C at promoters and
enhancers. Rows are sorted by decreasing INTAC occupancy in the NonT
condition. Color-scaled intensities are in units of RPM. For differential heatmaps,
the color bars depict log2 values. (B) Empirical cumulative distribution function
plot of the PRR distribution in cells transduced with NonT, shINTS11, shINTS8, or
shPP2A-C. PRR is calculated by the ratio of Pol II occupancy between the gene

body and its promoter. The promoter is defined as the region covering −500 base
pairs (bp) upstream to 500 bp downstream of the transcriptional start site
(TSS); the gene body is defined as the region from 500 bp downstream of the
TSS to the transcriptional end site (TES). (C) Representative genome browser
track examples of total Pol II for snRNA genes RNU1 and RNU4. The x axis
indicates the chromosome position, and the y axis represents RPM values. chr,
chromosome. (D) Metagene analysis of nascent RNA levels on snRNA genes in
cells transduced with NonT, shINTS11, shINTS8, or shPP2A-C.
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functionally separated activities in regulating
transcription. To distinguish the functions of
the phosphatase and endonuclease modules
in transcription, we measured Pol II levels
upon depleting endonuclease subunit INTS11.
Interestingly, attenuation of INTS11 expres-
sion resulted in a compelling reduction of
total Pol II and pSer5 at a subset of promoters
(fig. S10B), in contrast to the widespread in-
crease in Pol II phosphorylation upon deplet-

ing PP2A or INTS8 (Fig. 5, D and E). The
change of Pol II pattern by INTS11 knockdown
reflects an alteration of the initiation-elongation
transition or, more specifically, the release of
paused Pol II into productive elongation. In-
deed, the RNA endonuclease function of In-
tegrator was recently shown to be involved
in regulating Pol II pausing and its release
by promoting early termination (2, 5). In
accordance, INTS11 knockdown induced an

obvious increase in PRR values, indicating
an enhanced release of Pol II from promoters
to gene bodies (Fig. 6B).
We next investigated the role of INTAC phos-

phatase activity in transcription termination at
small nuclear RNAs (snRNAs), a characteristic
process that requires the endonuclease activity
of INTS11. As exemplified by RNU1 and RNU4
(Fig. 6C), we observed prolonged snRNA tran-
scription to about 10 kb downstream of
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termination sites after depleting INTS11 (Fig.
6D and fig. S10C), confirming the function of
the endonucleasemodule in promoting snRNA
termination (3, 5, 6, 9, 11, 43). By contrast,
PP2A-C or INTS8 knockdown failed to cause
evident termination defects of snRNA genes.
These results indicate that the phosphatase
activity of INTAC is not required for the
endonuclease-mediated snRNA cleavage.
Taken together, theRNAendonuclease (INTS11)
and phosphatase (PP2A-C) play distinct roles in
governing Pol II phosphorylation and pattern at
protein-coding genes, enhancers, and snRNAs
(Figs. 5 and 6, and fig. S10), consistent with their
architectural separation in the INTAC structure.

Coexistence, but distinct architectural
arrangement, of endonuclease and
phosphatase in RNA-cleavage complexes

The coexistence of RNA endonuclease and
protein phosphatase in the INTAC complex is
reminiscent of the cleavage and polyadenyla-
tion specificity factor (CPSF), a pre-mRNA 3′-
end–processing complex, and histone pre-mRNA
cleavage complex (HCC). The CPSF and HCC
both consist of symplekin-CPSF100-CPSF73,
an RNA cleavage module equivalent to INTS4-
INTS9-INTS11 (19, 22, 58, 59). The structure of
the dimeric endonuclease of INTS11-INTS9 is
similar to that of RNA-bound CPSF73-CPSF100
(58) (Fig. 7F and fig. S11, B and C), suggesting a
similar substrate entry path and RNA binding
pocket (Figs. 2C and 7A).
Despite the shared endonuclease dimer,

structural comparison of INTAC and HCC
reveals considerable differences (Fig. 7, F
and G). In the HCC complex, SSU72, another
Pol II CTD phosphatase (29), directly binds
symplekin (INTS4 equivalent) and inhibits RNA
cleavage owing to steric clash (58, 60, 61), in-
dicating a direct cross-talk between the endo-
nuclease and phosphatase subunits and a
phosphatase activity–independent function.
By contrast, the RNA endonuclease and pro-
tein phosphatase subunits of INTAC are struc-
turally apart from each other and functionally
independent in transcriptional regulation. The
differences between INTAC and HCC suggest
distinct requirements of the dual-enzyme com-
plexes in different cellular contexts.

A model of INTAC-mediated transcriptional
regulation

Here, we present the identification, structural
visualization, and functional characteriza-
tion of a previously unknown, noncanonical
Integrator-containingPP2Aholoenzyme (Fig. 8).
As a replacement of the single-protein regu-
latory subunit in canonical PP2A holoenzyme
(Fig. 8A), themultisubunit Integrator in INTAC
recruits Pol II to PP2A-C for dephosphorylation
of the CTD (Fig. 8B). The depletion of phos-
phatase subunits or dissociation of PP2A from
INTAC leads to an aberrant increase in Pol II

phosphorylation and thus dysregulation of
transcription (Fig. 8C). The phosphatase
module of INTAC affects initiation, pausing,
and elongation. By contrast, the endonuclease
mainly modulates the pausing-elongation tran-
sition and plays amore evident role in regulat-
ing the transcription of snRNAs. Although the
phosphatase and endonuclease function inde-
pendently, the two modules within the INTAC
complex may have coordinated functions un-
der some transcriptional processes yet to be
discovered. The enrichment of INTAC on ge-
nomic regions with higher Pol II occupancy
also suggests that the two enzymatic activities
should be tightly regulated to avoid uncon-
trolled suppression of transcription by INTAC.
Although PP2A has been linked to gene

expression by modulating multiple signaling
pathways (38–42), our findings reveal that
PP2A, in the context of INTAC, has a broader
impact on transcription by directly commu-
nicating with Pol II in addition to the targeted
pathways (Fig. 8, A andB). Thewell-established
dogma of PP2A-regulated gene expression and
dysregulation in human diseases needs to be
revised by adding the impact of INTAC-directed
gene expression. Moreover, therapeutic target-
ing of PP2A through reactivation or blockade
of the phosphatase activity needs to consider
the effect of INTAC-mediated direct changes
to transcription. Our structure also provides a
framework for further investigation of sep-
arated and/or coordinated functions of the
phosphatase and RNA endonuclease activities
in modulating transcription under various phys-
iological and pathological conditions.

Materials and methods
Antibodies and cell culture

Antibodies were as follows: INTS1 (A300-
361A, Bethyl Laboratories), INTS2 (sc-514945,
Santa Cruz), INTS3 (16620-1-AP, Proteintech),
INTS5 (14069-1-AP, Proteintech), INTS8 (18802-
1-AP, Proteintech), INTS9 (#13945, Cell Signal-
ing), INTS11 (A301-274A, Bethyl Laboratories),
PP2A-A (18802-1-AP, Proteintech), PP2A-C
(18802-1-AP, Proteintech), H3K4me1 (A2355,
Abclonal), H3K27ac (A7253, Abclonal), Pol II
(NTD) (#14958, Cell Signaling), Pol II (pSer5)
(#13523, Cell Signaling), Pol II (pSer2) (#13499,
Cell Signaling), and Tubulin (AC008, Abclonal).
293T, DLD-1, and mouse embryonic fibroblast
(MEF) cells were grown in Dulbecco’s mini-
mum essential medium (DMEM) supple-
mented with 10% fetal bovine serum (FBS).
HEK Expi293 cells were grown in suspen-
sion in serum-free medium.

Cloning and protein expression

The full-length INTS1 to INTS14 open reading
frames were separately cloned into a modified
pCAG vector and INTS2, INTS3, INTS4, and
INTS10 were tagged with an N-terminal Flag-
4×Protein A. All plasmids were cotransfected

to HEK Expi293 cells using polyethylenimine
(PEI) (Polysciences) to a final concentration of
3 mg/liter. After being cultured at 37°C for
72 hours, cells were harvested for lysis and
purification. PP2A-A, PP2A-C, and SSU72 were
overexpressed in a similar way, separately. Af-
ter being cultured at 37°C for 72 hours, cells
were harvested for lysis and purification. In
addition, PP1 was expressed inEscherichia coli
cells (62), and the cells were harvested after
cultivation overnight for further lysis and
purification.

Protein purification

All the purification steps were performed at
4°C unless otherwise stated. The INTAC com-
plex was purified from 16 liters of HEK Expi293
expression. Cell pellets were resuspended and
lysed in lysis buffer containing 50 mMHEPES
pH 7.4, 200 mM NaCl, 0.2% CHAPS, 5 mM
MgCl2, 5 mM adenosine triphosphate (ATP),
10% glycerol, 2mMdithiothreitol (DTT), 1 mM
phenylmethylsulfonyl fluoride (PMSF), 1 mg/ml
Aprotinin, 1 mg/ml Pepstatin, 1 mg/ml Leupeptin
for 30 min and cleared by centrifugation at
16,000 rotations perminute (rpm) for 30min.
The supernatant was incubated with immuno-
globulin G (IgG) resins overnight. The resins
were washed with buffer containing 50 mM
HEPES pH 7.4, 200 mM NaCl, 0.1% CHAPS,
10% glycerol, 2 mM DTT. After on-column
cleavage for 4 hours, the immobilized proteins
were eluted out and concentrated for further
purification by density gradient sedimentation.
The concentrated proteins were layered on top
of a 4-ml 8-40% (v/v) glycerol gradient in buffer
containing 20 mM HEPES pH 7.4, 200 mM
NaCl, 0.05% CHAPS, 2 mM DTT and centri-
fuged at 34,000 rpm for 16 hours. The fractions,
200 ml each, were collected manually from the
top of the gradient and analyzed by a 4-12%Bis-
Tris gel followed by Coomassie blue staining.
Peak fractions corresponding to the INTAC
complex were pooled and concentrated to
1 to 2 mg/ml accompanied with the removal
of glycerol. The purified complex was used for
cryo-EM sample preparation and in vitro as-
says. All subunits of the INTAC complex were
confirmed by mass spectrometric analysis.
For the purification of the PP2A core en-

zyme, cell pellets of PP2A-A and PP2A-C were
mixed and lysed in lysis buffer containing
50 mM Tris-HCl pH 7.5, 150 mM NaCl, 0.2%
CHAPS, 2 mM MgCl2, 0.2 mM EDTA, 10%
glycerol, 2 mM DTT, 1 mM PMSF, 1 mg/ml
Aprotinin, 1 mg/ml Pepstatin, 1 mg/ml Leupeptin
for 30 min and cleared by centrifugation
at 16,000 rpm for 30 min. The affinity puri-
fication was performed as described above.
The protein was further purified by ion ex-
change chromatography (Mono Q 5/5, GE
Healthcare). Peak fractions containing the
PP2A core enzyme were pooled and concen-
trated to ~1 mg/ml, aliquoted, snap frozen,
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and stored at −80°C for biochemical analy-
ses. In addition, PP1 (lysed by high pressure)
and SSU72 were purified in a similar way.

In vitro phosphatase assay

Unphosphorylated Pol II was purified from pig
thymus and was subjected to in vitro phospho-
rylation using purified human transcription
factor IIH (TFIIH). The HEK Expi293 cells
containing overexpressed TFIIH were pelleted
and lysed in lysis buffer containing 50 mM
HEPES pH7.4, 300 mM NaCl, 0.2% CHAPS,

5 mMMgCl2, 5 mMATP, 0.5 mMEDTA, 10%
glycerol, 2 mM DTT, 1 mM PMSF, 1 mg/ml
Aprotinin, 1 mg/ml Pepstatin, 1 mg/ml Leu-
peptin. After centrifugation, the supernatant
was incubated with IgG resins at 4°C for
2 hours. The resins were extensively washed
and resuspended in a kinase buffer containing
50 mM HEPES pH7.4, 150 mM NaCl, 0.1%
CHAPS, 12.5 mM MgCl2, 5 mM ATP, 10%
glycerol, 3 mM DTT. The unphosphorylated
Pol II (300 mg) was added and mixed with
the resins for reaction overnight at 4°C. The

phosphorylated Pol II was eluted with an
elution buffer containing 50mMHEPES pH7.4,
150 mM NaCl, 0.1% CHAPS, 5 mM MgCl2, 10%
glycerol, 2 mM DTT. The TFIIH remained
immobilized on the resins by the N-terminal
4×ProteinA tag. The eluted Pol IIwas aliquoted,
snap frozen, and stored at −80°C for the fol-
lowing assays.
The phosphorylated Pol II (100 nM) was

incubated with INTAC complex (10 to 40 nM),
PP2A core enzyme, PP1, or SSU72 (40 nM) in
a final volume of 20 ml containing 50 mM
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Fig. 8. Modular organization and a working model for transcriptional regu-
lation by INTAC. (A) Schematic model of canonical PP2A holoenzymes, which
dephosphorylate more than 300 substrates and regulate various cellular processes
but do not directly regulate transcription. A, B, and C indicate PP2A scaffold
(PP2A-A), regulatory (PP2A-B), and catalytic subunit (PP2A-C), respectively. The
red star indicates the phosphatase catalytic site. (B) Modular organization of the
INTAC complex. A and C represent PP2A-A and PP2A-C, respectively. The numbers
indicate INTS subunits. INTS3, INTS10, INTS12, INTS13, and INTS14 were not

observed in our structural model, and their roles require further study. As a
noncanonical PP2A holoenzyme, INTAC directly regulates transcription through
dephosphorylating Pol II. (C) In the INTAC complex, Integrator binds Pol II and
PP2A-C dephosphorylates Pol II CTD at Ser2, Ser5, and Ser7, which suppresses both
transcription initiation, pausing, and elongation (top). The loss of phosphatase
activity of INTAC increases the levels of Pol II phosphorylation and leads to
dysregulated transcription of INTAC target genes (bottom). The phosphatase
function is independent of the known RNA endonuclease activity of INTS11 in INTAC.
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HEPES pH 7.4, 100 mM NaCl, 0.01% CHAPS,
10 mM MgCl2, 1 mM MnCl2, and 2 mM DTT
in the absence or presence of PP2A inhibitor
Microcystin-LR (MedChemExpress) (100 nM).
The reactions were performed at 30°C for
30 min and stopped by adding 5 ml of 5×SDS
loading buffer. Samples (2.5 ml) were loaded
on 4-12% SDS-polyacrylamide gels (PAGE)
and analyzed by Western blotting with in-
dicated antibodies.
The wild-type PP2A-C (WT) or phosphatase

dead PP2A-C (H59K/H241K, termed PD) were
subcloned into plasmid containing an N-
terminal Flag tag followed by 4×Protein A
tag. The tagged PP2A-C, untagged PP2A-A,
and untagged INTS1-INTS14 were cotrans-
fected into HEK Expi293 cells. The protein
expression and purification were performed
using IgG resins followed by on-column
cleavage, essentially as described above. The
eluted proteins, INTAC-WT and INTAC-PD,
were individually incubated with antibodies
against INTS5 and immobilized on Protein G
resins. The resinswere then extensivelywashed
and resuspended in 20 ml of the reaction buffer
containing 50 mM HEPES pH7.4, 125 mM
NaCl, 0.1% CHAPS, 5% glycerol, 2 mM DTT.
The phosphorylated Pol II (20 nM) was added
to resins and incubated at 30°C for 30min. The
reactionswere stopped by adding 5 ml of 5×SDS
loading buffer. Samples (5 ml) were loaded on
4-12% SDS-polyacrylamide gels (PAGE) and
analyzed by Western blotting with indicated
antibodies.

In vitro phosphatase assay with pNPP

To test the phosphatase activity of the purified
phosphatases, we performed an assay using
the general substrate p-nitrophenyl phosphate
(pNPP, New England Biolabs). The pNPP
(50 mM) was incubated with INTAC complex,
PP2A core enzyme, PP1(50 nM), or SSU72
(50 nM and 0.5 mM) in a final volume of 20 ml
containing 50 mM HEPES pH 7.4, 100 mM
NaCl, 0.01% CHAPS, 10 mM MgCl2, 1 mM
MnCl2 (without MnCl2 for SSU72 owing to the
decreased activity in the presence of MnCl2),
and 2 mM DTT. After incubation at 30°C for
20 min, the reactions were stopped by adding
80 ml of 1MNaOH, and the released pNPPwas
measured at optical density at 405 nm (OD
405 nm) using a Synergy H4 Hybrid Micro-
plate Reader (BioTek Instruments). The experi-
ments were performed in triplicates.

RNA interference

Lentivirus expressing shRNAs was prepared
by transfecting PLKO.1 shRNA plasmids and
packaging plasmids containing psPAX2 and
pMD2.G into 293T cells using PEI (Polyscien-
ces). Collected conditional media containing
virus particles were used to transduce cells in
the growth media supplemented with 8 mg/ml
Polybrene for 24 hours. The infected cells were

selected with 2 mg/ml puromycin for an extra
48 hours. The cells were then switched into
growth media without antibiotics and grown
for an additional 24 hours before being har-
vested for further analysis.

ChIP-seq and data analysis

For each ChIP assay, 1 × 107 DLD-1 cells were
used, as described (63), and 1 × 106 MEF cells
were mixed with DLD-1 cells as the spike-in.
The libraries for sequencing were prepared
with VAHTS Universal Plus DNA Library Prep
Kit for Illumina. Reads were aligned to the
human genome (UCSC hg19) by using align-
ment software Bowtie (1.1.1) (64) with the fol-
lowing options: -S –m 1 –k 1. Only unique
reads mapping to a single genomic location
were kept. Duplicate reads were removed by
using in house script. We calculated the ChIP-
seq signal as reads per million mapped reads
(RPM) based on sequence depth. We counted
the number of spike-in reads by aligning to the
mouse genome(mm10) with bowtie. We nor-
malized the ChIP-seq signal bymultiplying the
RPM by the spike-in factor a = 1/Nd, where Nd

is the count of reads (in millions) mapped to
mouse genome (65). Density genome tracks
were generated by using the bedtools genome-
cov program to convert bam files to bigwig
files (66). Peaks were called usingmacs (1.3.7.1)
(67) with the following parameters: –nomodel
–nolambda and the peaks with 10*log10
(pvalue) > 100 were kept. To produce the heat-
maps, density was calculated at peaks summit
and tiled the flanking upstream and down-
stream regions within 5 kb in 100 bins.

Nascent-seq

The nascent RNA isolation procedure was pre-
viously described (68). Libraries were made
with the VAHTS Stranded mRNA-seq Library
Prep Kit for Illumina V2. Reads were aligned
to the human genome (UCSC hg19) using
Tophat (v2.1.1) (69). The parameters used
were “-m 1 -g 1 -microexon -search–no-coverage-
search.” The gene expression level was calcu-
lated by Cufflinks (version 2.2.1) (70) using the
refFlat database from theUCSCgenomebrowser.
Geneswith fragments per kilobase of transcript
per million mapped reads (FPKM) ≥ 1 were
considered expressed for subsequent analysis.

IgG pulldown assay

HEK Expi293 cells containing overexpressed
INTAC complex were pelleted and lysed as
described above. The supernatant of the cell
lysate was incubatedwith IgG resins for 2 hours
at 4°C. The complex was immobilized on the
resins byN-terminal 4×ProteinA–tagged INTS1.
The resins were extensively washed and resus-
pended in 0.5 ml of the binding buffer con-
taining 25 mM HEPES pH7.4, 150 mM NaCl,
0.1% CHAPS, 2 mM MgCl2, 5% glycerol, 2 mM
DTT. The phosphorylated or unphosphorylated

Pol II was then added and incubated with the
resins at 4°C for 2 hours. The resins were ex-
tensively washed with the binding buffer, and
the bound proteins were subjected to SDS-
PAGE followed by Coomassie blue staining.

Immunoprecipitation assay

Nuclear extract was prepared from HEK
Expi293 cells using lysis buffer containing
50 mM HEPES pH 7.4, 300 mM NaCl, 0.2%
NP-40, 2 mM MgCl2, 10% glycerol, 2 mM
DTT. After centrifuging at 16,000 rpm for
30 min, supernatant was collected and the
NaCl concentration was adjusted to 150 mM.
The nuclear extract was incubated with anti-
bodies for 2 hours, and Protein G resins for
another 2 hours at 4°C. After immunoprecipi-
tation, resins were washed five times with
wash buffer containing 30 mM HEPES pH
7.4, 150 mM NaCl, 0.1% NP-40, 2 mMMgCl2,
5% glycerol, 2 mM DTT. Samples were sub-
ject to SDS-PAGE and Western blotting.

Cryo-EM sample preparation

The purified INTAC complex was cross-linked
and purified using Grafix (71). The glycerol gra-
dient was prepared using light buffer contain-
ing 8% (v/v) glycerol, 20 mM HEPES pH 7.4,
200 mM NaCl, 0.05% CHAPS, 2 mM DTT, and
heavy buffer containing 40% (v/v) glycerol,
0.0015% glutaraldehyde (Sigma), 20 mM
HEPES pH 7.4, 200 mMNaCl, 0.05% CHAPS,
2 mMDTT. After centrifugation at 34,000 rpm
for 16 hours at 4°C, peak fractions were pooled
and the cross-linking reactions were quenched
with 100mMTris-HCl pH 7.0. The homogeneity
of peak fractions was assessed by negative-stain
electron microscopy (EM). Fractions of inter-
est were concentrated to about 1.7 mg/ml and
dialyzed overnight against a buffer contain-
ing 20 mM HEPES pH 7.4, 200 mM NaCl,
0.01% CHAPS, 0.8% glycerol, 1 mM tris(2-
carboxyethyl)phosphine (TCEP), followed by
cryo-EM grid preparation.
For negative-stain EM, 5 ml of freshly pu-

rified protein sample was applied onto a glow-
discharged copper grid supported by a thin
layer of carbon film for 1 min before negative
staining by 2% (w/v) uranyl formate at room
temperature. The negatively stained grid was
loaded onto a FEI Talos L120C microscope
operated at 120 kV, equippedwith a Ceta CCD
camera.
For cryo-EM grid preparation, 4 ml of pro-

tein sample (about 0.73 mg/ml) was applied
onto a glow-discharged holey carbon grid
(Quantifoil Au, R1.2/1.3, 300 mesh). After blot-
ting for 3 to 6 s, the grid was vitrified by plung-
ing it into liquid ethane using a Vitrobot Mark
IV (FEI) operated at 4°C and 100% humidity.

Cryo-EM data collection and image processing

Cryo-EM data were collected on a Titan Krios
electron microscope (FEI) operated at 300 kV
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at the Cryo-EM platform of Peking University,
equipped with a K2 summit direct detector
(Gatan) and a GIF quantum energy filter
(Gatan) set to a slit width of 20 eV. Auto-
mated data acquisition was carried out with
Serial EM software (72) in the superresolution
counting mode (73) at a nominal magnifica-
tion 130,000×, corresponding to a calibrated
pixel size of 1.055 Å, and a defocus range from
−1.5 to −2.5 mm. Each image stack was dose-
fractionated to 32 frames with a total expo-
sure dose of about 50 e−/Å2 and exposure time
of 6.96 s.
The image stacks were motion-corrected

and dose-weighted usingMotionCorr2 (74). The
contrast transfer function (CTF) parameters
were estimated by Gctf (75) from non-dose-
weightedmicrographs. About 40,000 particles
autopicked from 200 micrographs were sub-
jected into two-dimensional (2D) classification
in RELION v3.0 (76) and ab initio reconstruc-
tion by cryoSPARC v2 (77). The selected 2D
templates and 3D initial model were low-
passed and used as references for subse-
quent particle-picking and 3D classification.
The following procedures of image process-
ing were performed using RELION for dose-
weightedmicrographs. 1,439,347 particleswere
autopicked from 6826 micrographs for fur-
ther data processing. After two rounds of 30-
iteration 2D and 3D classification, 79,408
particles within the two selected classes were
grouped and subjected to auto refinement and
postprocessing, yielding a density map at 3.8-Å
resolution. 68,378 particles were selected after
one round of 3D classification without align-
ment. Finally, a reconstruction at 3.5-Å overall
resolution was obtained using particles sub-
jected to CTF refinement andBayesian polishing.
The reported resolutions above are based

on the gold-standard Fourier shell correlation
(FSC) 0.143 criterion. In addition, local-mask
refinements were applied to improve the local
resolution in favor of subsequent model build-
ing. All the visualization and evaluation of 3D
density maps were performed with UCSF Chi-
mera or UCSF ChimeraX (78, 79), and the local
resolution variations were calculated using
ResMap (80). The directional FSC plots were
calculated using 3DFSC (81). The above pro-
cedures of data processing are summarized in
fig. S2.

Model building and structure refinement

We combined de novo modeling, homology
modeling, and rigid-body fitting of subunits
with known structures to generate an atomic
model. INTS11 and INTS9 share structural
homology with CPSF73 and CPSF100 in the
CPSF complex. The crystal structures of hu-
man CPSF73 [Protein Data Bank (PDB) ID:
2I7V] (47) and yeast CPSF100 (PDB ID: 2I7X)
(47) were used to guide modeling of INTS11
and INTS9 according to the local-mask re-

finement map at 3.8-Å resolution. The struc-
tures of human INTS11-INTS9 CTD complex
(PDB ID: 5V8W) (22) and PP2A holoenzyme
(PDB ID: 2NYL) (46) were placed into the
densitymaps by rigid-body fitting in Chimera
(78) and manually adjusted according to the
locally refined maps in Coot (82). The ob-
tained models fit well into the overall map.
For the remaining subunits (INTS1, INTS2,

INTS5, INTS6, INTS7, and INTS8) that lack
homologous structures, de novomodeling was
performed. The model of INTS6 was built
according to the local masked map at 3.5-Å
resolution, followed by fitting into the overall
map. The 3.6- and 3.7-Å local-mask refinement
maps were used for sequence assignments
of INTS2, INTS7, PP2A-A, and PP2A-C. Sec-
ondary structure predictions from PSIPRED
(83) were used to assist de novo modeling.
The main chain parts of these structures
were manually built according to themaps in
COOT (82). Sequence assignments and iden-
tification of subunits were guided mainly by
bulky residues such as Tyr, Phe, and Trp using
a script developed by our group.Mapswithout
postprocessing were used to build the unas-
signed chain.
The structure model of the INTAC complex

was refined against the 3.5-Å overall map in
real space with PHENIX (84) and validated
through examination of Ramachandran plot
statistics, a MolProbity score (85), and a
EMRinger score (86). The statistics of the
map reconstruction and model refinement
are summarized in table S1. The structural
model was used for combining the focused
maps to generate a composite map using
program phenix.combine_focused_maps as
previously described (87, 88). The combined
map is shown in Fig. 2B, fig. S3F, and movies
S2 to S7. Map and model representations in
the figures and movies were prepared by
PyMOL (89) and UCSF ChimeraX (79).
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Abl and Canoe/Afadin mediate mechanotransduction
at tricellular junctions
Huapeng H. Yu and Jennifer A. Zallen*

INTRODUCTION: The ability to sense and re-
spond tomechanical force is an intrinsic prop-
erty of cells that is critical for normal cell
function and often deregulated in disease.
Mechanical forces induce changes in protein
conformation, localization, activity, and post-
translational modification in vitro. An out-
standing question is howmechanical signals
modulate protein function and cell behavior
in response to the physiological forces en-
countered by cells in living organisms. Tyrosine
phosphorylation has long been recognized
to be enriched at adherens junctions, which
detect and transmit forces between epithe-
lial cells, and can be directly enhanced by
mechanical forces in vitro. However, whether
mechanical forces influence tyrosine kinase
signaling in vivo, and the consequences of this
regulation for cell behavior, are not known.

RATIONALE: An important step in the devel-
opment of epithelial organs is the remodeling
of cell adhesion in response to mechanical

forces, which transforms epithelial sheets
into diverse structures. Tricellular junctions
(TCJs) where three cells meet are dynamical-
ly assembled and disassembled during cell
rearrangement and are predicted to be sites
of increased tension during epithelial remod-
eling, providing an opportunity to investigate
how cells respond tomechanical forces. How-
ever, the mechanisms that allow tricellular
junctions to rapidly remodel under tension
without disrupting epithelial continuity are
not well understood. Identifying and char-
acterizing proteins that localize to tricellular
junctions under tension can provide insight
into the mechanotransduction pathways that
modulate cell adhesion in response to mech-
anical forces in vivo.

RESULTS: Using time-lapse imaging and a
method to directly visualize tyrosine phospho-
rylation in living embryos, we found that tyro-
sine phosphorylation is increased at tricellular
junctions in a tension-dependent fashion during

Drosophila convergent extension. By screening
a library of tagged proteins, we identified Canoe
as a tyrosine-phosphorylated protein that local-
izes to tricellular junctions under tension. Canoe
recruitment to tricellular junctions dynami-
cally correlated with changes in myosin local-
ization, and Canoe rapidly dissociated from
tricellular junctions when tension was released
by laser ablation. The enrichment of Canoe at
tricellular junctions required Abl-dependent
tyrosine phosphorylation of Canoe at Y1987,
a conserved site in the Canoe actin-binding do-
main. Decreasing Abl expression or mutating
this tyrosine to an unphosphorylatable amino
acid significantly reduced Canoe enrichment
at tricellular junctions and disrupted tricel-
lular adhesion in vivo. To determine whether
the dynamic recruitment of Canoe to tricellu-
lar junctions is important for cell rearrange-
ment, we developed a “vertex trap” method
to constitutively target Venus-tagged Canoe
to tricellular junctions independently of me-
chanical inputs. Stably anchoring Canoe at
tricellular junctions aberrantly stabilized ad-
hesion at four-way vertices and arrested cell
rearrangement. These results suggest that
Canoe levels dynamicallymodulate the strength
of cell adhesion at tricellular junctions to fa-
cilitate cell rearrangement.

CONCLUSION: These results identify a mech-
anotransduction pathway that dynamically
couples tricellular adhesion with mechanical
forces during epithelial remodeling. Canoe
recruitment to tricellular junctions requires
actomyosin contractility and Abl-dependent
phosphorylation of a conserved tyrosine in
the Canoe actin-binding domain. Loss of Canoe
disrupts tricellular adhesion, and increasing
Canoe levels at tricellular junctions slows or
arrests cell rearrangement, influencing the
rate of epithelial remodeling. In one model,
Canoe could act as amechanosensor, physically
stretching under tension to expose a phos-
phorylation site for Abl. Alternatively, ten-
sion could enhance Abl activity or generate a
unique configuration of actin or other mol-
ecules at tricellular junctions that is recog-
nized by Canoe. Tricellular junctions influence
many processes required for epithelial devel-
opment and homeostasis, including cell rear-
rangement, cell division, stem cell self-renewal,
and barrier function. A better understanding
of the composition, organization, and dynamic
properties of tricellular junctions will provide
insight into how these structures sense and
integrate mechanical forces in epithelia.▪
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Regulation of tricellular adhesion by tension requires Canoe and the Abl tyrosine kinase. (Top)
Localization of phosphotyrosine (white), Canoe-Venus (green), and myosin-mCherry (red) in the Drosophila
embryo. (Bottom) Canoe localization at tricellular junctions is enhanced by Abl and cytoskeletal tension.
This force-sensitive mechanism is important for cell adhesion and epithelial remodeling.
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Abl and Canoe/Afadin mediate mechanotransduction
at tricellular junctions
Huapeng H. Yu and Jennifer A. Zallen*

Epithelial structure is generated by the dynamic reorganization of cells in response to mechanical forces.
Adherens junctions transmit forces between cells, but how cells sense and respond to these forces
in vivo is not well understood. We identify a mechanotransduction pathway involving the Abl tyrosine
kinase and Canoe/Afadin that stabilizes cell adhesion under tension at tricellular junctions in the
Drosophila embryo. Canoe is recruited to tricellular junctions in response to actomyosin contractility, and
this mechanosensitivity requires Abl-dependent phosphorylation of a conserved tyrosine in the Canoe
actin-binding domain. Preventing Canoe tyrosine phosphorylation destabilizes tricellular adhesion,
and anchoring Canoe at tricellular junctions independently of mechanical inputs aberrantly stabilizes
adhesion, arresting cell rearrangement. These results identify a force-responsive mechanism that
stabilizes tricellular adhesion under tension during epithelial remodeling.

A
universal property of cells is the ability
to detect and respond to mechanical
stimuli such as the stiffness of the extra-
cellular environment, shear and osmotic
stress from fluid flow, and forces gene-

rated by neighboring cells (1, 2). Mechanical
forces influence cell fate, division, adhesion,
and behavior (3, 4), and defects in cellular
mechanotransduction pathways are implicated
in many diseases, including deafness, athero-
sclerosis, and cancer (5, 6). In epithelial tis-
sues, adherens junctions are critical sites of
force transmission between cells (7–9) and
undergo dynamic assembly and disassembly
under tensionduring cell rearrangement (3,4, 7).
Interactions between several components of
adherens junction complexes are stabilized
by mechanical forces in vitro and in cultured
cells and have been proposed to reinforce
cell adhesion under tension (10–15). How-
ever, how adherens junctions sense and re-
spond to mechanical forces in vivo, and how
these processes influence dynamic cell behav-
iors in tissues, are not well understood. Me-
chanical forces are converted into biochemical
changes in cells through a variety of mecha-
nisms, including changes in protein conforma-
tion, localization, activity, interactions, and
posttranslational modifications (1, 2, 9). In par-
ticular, tyrosine phosphorylation is enhanced
at cell-cell and cell-matrix adhesions, two es-
sential force-bearing structures within cells
(16, 17). Tyrosine phosphorylation can bemod-
ulated by mechanical force in vitro, with evi-
dence for force sensing at the level of tyrosine
kinases (18–22) and substrates (22–25). How-
ever, whether tyrosine kinase signaling is reg-
ulated by mechanical forces in vivo, and the

effects of this regulation on cell adhesion and
epithelial remodeling, are not well understood.

Tyrosine phosphorylation at tricellular
junctions is tension sensitive

To investigate whether tyrosine kinase signal-
ing is regulated by mechanical forces in vivo,
we analyzed the distribution of tyrosine-
phosphorylated proteins in the Drosophila
embryo. During convergent extension, epithe-
lial cells undergodirectional cell rearrangements
in response to planar polarized actomyosin
contractility (26–30). We observed a tissue-
wide pattern of phosphotyrosine during this
process, with the highest levels of tyrosine phos-
phorylation at tricellular adherens junctions
where three cells meet (Fig. 1A and fig. S1A).
Tricellular adherens junctions are specialized
structures that contain dedicated adhesion
molecules (31–34) and are predicted to be sites
of increased tension in epithelia (35–37). Phos-
photyrosine was more strongly enriched at
tricellular junctions than the core adherens
junction proteins E-cadherin and a-catenin
or the membrane marker Spider-GFP (Fig. 1,
B and G; fig. S1, H and I; and table S1). The
enrichment of phosphotyrosine was further
increased at four-way junctions that form as
intermediates during cell rearrangement (fig.
S1, B andC). These results indicate that tyrosine
phosphorylation is enhanced at sites where
three or more cells meet.
To investigate the dynamics of tyrosine ki-

nase signaling at tricellular junctions, we
developed a method to visualize tyrosine
phosphorylation in living embryos. Fluorophore-
conjugated monoclonal antibodies to phos-
photyrosinewere injected into syncytial embryos
and retained in cells after cellularization,
allowing direct visualization of tyrosine-
phosphorylated proteins (Fig. 1, C to E, and

movie S1). Phosphotyrosine levels at tricellu-
lar junctions were positively correlated with
myosin II regulatory light chain fused to the
green fluorescent protein (MRLC-GFP), an in-
dicator of cortical contractility (Fig. 1, D and I,
and fig. S1E). Inhibiting myosin activity by
njecting theRho-kinase inhibitor Y-27632 (27, 30)
rapidly depleted phosphotyrosine levels at tri-
cellular junctions within 5 min of injection, ac-
companied by an increase in phosphotyrosine
levels at bicellular junctions (Fig. 1, F and H,
and fig. S1, F andG). The acute release of tension
by Y-27632 did not affect the overall level of
tyrosinephosphorylation in theembryo (fig. S1D),
adherens junction integrity (fig. S1, H to K), or
the integrity of tricellular junctions marked
by the tricellular adherens junction protein
Sidekick (31–34) (fig. S1, L to O), which is sen-
sitive to actomyosin perturbations over longer
time scales (32). These results demonstrate that
increased tyrosine phosphorylation at tricellu-
lar junctions requires cytoskeletal tension.

Canoe/Afadin is a tyrosine kinase substrate
at tricellular junctions

To investigate the molecular basis of tension-
sensitive tyrosine phosphorylation at tricellu-
lar junctions, we screened >100 Venus-tagged
proteins (31) to identify factors that colocalize
with phosphotyrosine at tricellular junctions.
This screen identified Canoe/Afadin, a con-
served actin-binding protein that links cell
surface receptors to the actomyosin cytoskel-
eton in Drosophila and mammals (38–43). A
functional Canoe-Venus fusion expressed from
the endogenous locus (31) was enriched at tri-
cellular junctions in wild-type (WT) embryos
(Fig. 1G), consistent with previous findings
(40, 42). Canoe-Venus localization at tricellu-
lar junctions was highly dynamic, accumulat-
ing and dissipating on a time scale of seconds
(movie S2), and these changes were strongly
correlated with changes in phosphotyrosine
(Fig. 1, J to L, and fig. S2, A to C). Canoe-Venus
was tyrosine phosphorylated in embryonic ly-
sates, although Canoe protein accounted for
only a minority of tyrosine-phosphorylated
proteins in the embryo (fig. S2, D, I, and J).
Moreover, phosphotyrosine levels at tricel-
lular junctions were significantly reduced in
canoeR2 maternal mutants (referred to as canoe
mutants) and these levels were restored by
reintroducing wild-type N-terminally tagged
Canoe protein (fig. S2, E to H). These results
indicate that Canoe, or a Canoe-dependent pro-
tein, is a substrate for tyrosine kinase signal-
ing at tricellular junctions.
Canoe/Afadin is a critical regulator of epi-

thelial morphogenesis and animal viability in
Drosophila and mammals (38–41). However,
although mammalian Afadin can influence
tricellular adhesion under certain conditions
in culture (42), an in vivo requirement for
Canoe/Afadin in regulating tricellular adhesion
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has not been directly demonstrated. To address
this,we analyzed cell adhesion inCanoe-deficient
embryos using E-cadherin and Sidekick-Venus
to visualize bicellular and tricellular junctions,
respectively. InWT embryos, cells were in close
contact at tricellular junctions and Sidekick-
Venus localization in all three cells appeared
as a single spot by confocal microscopy, indi-
cating strong adhesion (Fig. 2A). By contrast,
gaps in E-cadherin and Sidekick-Venus local-
ization at tricellular junctions were detected
in canoemutants and canoe knockdown (KD)
embryos that express a short hairpin RNA
(shRNA) targeting canoe (Fig. 2, A, I, and K,
and fig. S3, A to C). Defects in E-cadherin lo-
calization at tricellular junctions were first de-
tected in stage 7 in Canoe-deficient embryos,
when E-cadherin localization at bicellular
junctions was largely intact. By contrast, de-
fects in E-cadherin localization at bicellular
junctions were not prevalent until stage 8 (fig.
S3, D to F). These results demonstrate an early,

specific requirement for Canoe in regulating
cell adhesion at tricellular junctions.

Abl-dependent phosphorylation of Canoe is
required for tricellular adhesion

The correlation between Canoe and phospho-
tyrosine localization at tricellular junctions,
and the requirement for Canoe in maintain-
ing tricellular adhesion, raise the possibility
that Canoe is part of a tyrosine kinase signal-
ing pathway that stabilizes cell adhesion at
tricellular junctions. Consistent with this
idea, injection of the tyrosine kinase inhibitor
bosutinib rapidly decreasedCanoe localization
at tricellular junctions (fig. S4, A to G) and
disrupted tricellular adhesion (fig. S4, H to J).
Abl, a nonreceptor tyrosine kinase that is in-
hibited by bosutinib in mammals (44), has
conserved functions in epithelial remodeling
and phosphorylates a large number of sub-
strates involved in actin organization, cell ad-
hesion dynamics, and cell matrix attachment

(45–49). We therefore tested whether Abl is
required for Canoe localization and function
at tricellular junctions using a maternally
expressed shRNA that effectively inhibits Abl
expression and activity (48, 49). We found that
Abl KD embryos displayed a significantly re-
duced enrichment of Canoe and phospho-
tyrosine at tricellular junctions (Fig. 2, B and
C, and fig. S5, A to E), as well as defects in
tricellular adhesion that were similar to, but
not quite as severe as, the defects in Canoe-
deficient embryos (Fig. 2, I to K). These results
demonstrate that Abl is required for Canoe
localization and cell adhesion at tricellular
junctions.
Because Abl is a tyrosine kinase, we hy-

pothesized that it could regulate Canoe local-
ization and function by promoting Canoe
tyrosine phosphorylation. In support of this
model, Abl enhanced Canoe tyrosine phos-
phorylation when coexpressed with Canoe in
Drosophila S2R+ cells (fig. S6, A and B). Canoe
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Fig. 1. Tension-sensitive localization of phosphotyrosine at tricellular junctions.
(A) Phosphotyrosine (p-Tyr) and E-cadherin in the Drosophila embryo. Shown is a
close-up of one tricellular junction (TCJ) and three bicellular junctions (BCJs).
(B) TCJ ratio (ratio of the mean TCJ intensity to the mean intensity of the three
connected BCJs). (C) Alexa Fluor 594–conjugated p-Tyr antibody was injected
into syncytial embryos and retained in cells after cellularization. (D and E) p-Tyr
in living embryos expressing MRLC-GFP (D) or endogenous Canoe-Venus (E).
(F) p-Tyr and myosin-Venus (myosin II heavy chain) in embryos injected with water
or Y-27632. Shown are close-ups of single TCJs. (G) TCJ ratios of p-Tyr, Canoe-
Venus, E-cadherin, and Spider-GFP. (H) p-Tyr TCJ ratio in embryos injected with

water or Y-27632. (I and J) p-Tyr intensity correlates with MRLC-GFP (I) and Canoe-
Venus (J) at TCJs. Dots are individual TCJs in a single embryo. (K) Canoe-Venus
and p-Tyr intensity at a single TCJ over time (imaged every 20 s). (L) Correlation
coefficient for the rates of change in Canoe-Venus and p-Tyr intensity at TCJs
(mean ± SEM between embryos). Canoe-Venus data were shifted by the times on
the x-axis. Boxes are second and third quartiles; whiskers are 5th to 95th percentiles;
horizontal line is the median; plus sign is the mean. Intensity is a percentage
of the maximum value. **P < 0.003, Welch’s t test. Embryos are stage 7. Living
embryos are shown in (D), (E), and (F), bottom panels, and in (I) to (L). Anterior
is left; ventral is down. Scale bars, 10 mm. See table S1 for details.
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contains 47 tyrosines, making identifying the
Abl target sites in Canoe a daunting task. To
expedite this process, we performed a structure-
function analysis to identify the minimal
sequences required for Canoe function. A trun-
cated protein that contains the N- and C-
terminal domains of Canoe (Canoe-NC), but
lacks the central region including the PDZ
domain that interacts with several cell-surface
receptors (39), localized correctly to tricellular

junctions (fig. S7, A and D) and fully rescued
myosin localization in canoemutants (fig. S7,
E and F), a well-established readout for Canoe
function (40, 41). By contrast, further deletion
of the N-terminal domain of Canoe that binds
to the Rap1 guanosine triphosphatase (GTPase)
(43, 50) or the C-terminal domain that binds to
F-actin (38, 40) eliminated Canoe localization
to tricellular junctions and rendered Canoe
nonfunctional (fig. S7, A and D to F). More-

over, tyrosine phosphorylation of Canoe-NC,
but not the full-length protein, was signifi-
cantly reduced in Abl KD embryos (fig. S6C).
Therefore, even though other tyrosine kinases
can phosphorylate the nonessential Canoe cen-
tral domain, Abl is required for the phospho-
rylation of theminimal Canoe-NC protein that
is fully functional during convergent exten-
sion. Further analysis of Canoe-NC variants
lacking specific tyrosines demonstrated that
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Fig. 2. Tyrosine phosphorylation is required for Canoe localization and
function at tricellular junctions. (A) E-cadherin and Sidekick-Venus in WT and
canoe KD embryos. Shown are close-ups of single edges (rotated 30°). Arrowheads
indicate TCJs and four-way junctions. (B) Endogenous Canoe-Venus in WT and
Abl KD embryos. (C) Canoe-Venus TCJ ratios. (D) N-terminally tagged Venus-Canoe
variants expressed using the Gal4/UAS system in a canoe mutant background.
(E) Venus-Canoe TCJ ratios. (F) Canoe domain structure. Vertical lines indicate
tyrosines. (G) Venus-Canoe-NC variants in which the indicated tyrosines were
mutated to unphosphorylatable phenylalanine (F) residues were coexpressed with

HA-Abl in S2R+ cells, immunoprecipitated (IP) with anti-GFP, and immunoblotted (IB)
with anti–p-Tyr or anti-GFP. Protein size is shown in kilodaltons. The tyrosines mutated
in 11YF and 4YF are indicated in (F). (H) Stills from movies of canoe mutant embryos
expressing full-length Venus-Canoe variants using the Gal4/UAS system. (I to K) Per-
centage of TCJs with gaps in E-cadherin signal in canoe KD (I), Abl KD (J), or canoe
mutants expressing full-length Venus-Canoe variants (K) (mean ± SEM between em-
bryos). Cno WT, canoe mutant expressing Venus-Canoe-WT; –, canoe mutant alone.
*P < 0.04, **P ≤ 0.001, Welch’s t test. Embryos are stages 7 and 8. Living embryos
are shown in (D), (E), and (H). Anterior is left; ventral is down. Scale bars, 10 mm.
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Abl-dependent tyrosine phosphorylation of
the Canoe-NC protein in S2R+ cells was sig-
nificantly reduced bymutating the 11 C-terminal
tyrosines (Canoe-NC11YF), the last four tyrosines
(Canoe-NC4YF), or the most C-terminal tyro-
sine of Canoe (Canoe-NCY1987F), which is located
in a predicted Abl target site (L/I/V-Y-x-x-P)
(46) (Fig. 2, F and G, and fig. S6, A to C). These
findings indicate that Abl promotes the phos-
phorylation of the C-terminal tyrosine of Canoe,
which is conserved from worms to mammals.
To determine whether tyrosine phosphoryl-

ation is required for Canoe function, we tested
whether full-length Canoe phosphovariants
rescue the defects in canoemutant embryos.
Both WT Canoe and a full-length Canoe var-
iant lacking theN-terminal tyrosines (Canoe9YF)
localized correctly to tricellular junctions (fig.
S7, A to D) and fully rescued tricellular ad-
hesion in canoemutants (Fig. 2K). By contrast,
full-length Canoe proteins lacking the 11 C-
terminal tyrosines (Canoe11YF) or the most
C-terminal tyrosine (CanoeY1987F) were less
enriched at tricellular junctions and failed
to rescue tricellular adhesion and myosin
localization in canoe mutants (Fig. 2, D, E,

H, and K, and fig. S7, A and D to F). CanoeY1987F

embryos had more severe defects in tricellular
adhesion than did Abl KD embryos (Fig. 2, J
and K), likely because of residual Abl expres-
sion or the ability of other kinases to phos-
phorylate the Canoe C-terminal domain. All
Canoe phosphovariants localized correctly to
bicellular junctions (fig. S7, A and B), indicat-
ing that a general localization to adherens
junctions in the absence of a selective enrich-
ment at tricellular junctions is not sufficient
for Canoe function. These results demonstrate
that phosphorylation of the most C-terminal
tyrosine of Canoe is necessary for its localiza-
tion and function in vivo.

Canoe localization to tricellular junctions
is mechanosensitive

Because Canoe is dynamically recruited to and
stabilizes adhesion at tricellular junctions, we
hypothesized that it could be part of a force-
regulated mechanism that strengthens adhe-
sion at tricellular junctions under tension. To
test this model, we used three approaches to
determine whether Canoe localization is regu-
lated by force. First, we analyzed the relation-

ship between Canoe and myosin localization
at tricellular junctions in living embryos.
Canoe-Venus localization to tricellular junc-
tions was pulsatile (Fig. 3, A and B), a char-
acteristic feature of contractile actomyosin
networks (51, 52). Moreover, Canoe recruit-
ment to tricellular junctions was strongly cor-
related with changes in myosin localization,
with no delay between Canoe-Venus andMRLC-
mCherry recruitment by cross-correlation analy-
sis (Fig. 3C andmovie S3). Consistent with this
relationship, the enrichment of Canoe at tri-
cellular junctions was significantly reduced
in stage 15 embryos that have less cortical
myosin (fig. S8, A to C). By contrast, less Canoe
protein was recruited with each myosin pulse
in Abl KD embryos, even though myosin lo-
calization and dynamics at tricellular junc-
tions occurred normally (fig. S5, H to N, and
movie S4). Thus, Canoe recruitment corre-
lates with bursts of myosin accumulation at
tricellular junctions inWT embryos, and Canoe
localization appears to be uncoupled frommy-
osin in the absence of Abl activity.
To further investigate this model, we tested

whetherCanoe localization to tricellular junctions
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Fig. 3. Canoe is recruited to tricellular junctions by cytoskeletal tension.
(A and B) Kymograph (A) and plot (B) of Canoe-Venus and MRLC-mCherry intensity
at a single TCJ over time (imaged every 20 s). Intensity is a percentage of the
maximum value. Bracket indicates the time window in (A). (C) Correlation coefficient
for the rates of change in Canoe-Venus and MRLC-mCherry intensity at TCJs. Canoe-
Venus data were shifted by the times on the x-axis (mean ± SEM between embryos).
(D) Canoe-Venus in embryos injected with water or Y-27632. (E) Canoe-Venus TCJ

ratios. (F) Laser ablation schematic. (G) Stills from movies of Canoe-Venus before
and after ablation of an edge connecting two TCJs (arrowheads) (rotated 30°).
(H and I) Canoe-Venus intensity at TCJs (H) and BCJs (I) before and after ablation,
normalized to the value at t = 0 (mean ± SD between ablations). *P = 0.01,
**P ≤ 0.0001, Welch’s t test (E), one-way ANOVA [(H) and (I)]. Embryos are stage 7.
Living embryos expressing endogenous Canoe-Venus are shown in all panels.
Anterior is left; ventral is down. Scale bars, 10 mm.
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requires actomyosin activity. Reducing acto-
myosin contractility by injecting a Rho-kinase
inhibitor resulted in a rapid loss of Canoe-
Venus from tricellular junctions within 5 min
of injection and suppressed fluctuations in
Canoe-Venus intensity (Fig. 3, D and E; fig. S8,
D to F; andmovie S5). By contrast, Rho-kinase
inhibitor did not decrease, and in fact slightly
increased, Canoe-Venus levels at bicellular
junctions (Fig. 3D and fig. S8, G, I, and J).
These results indicate that actomyosin con-
tractility is not necessary for Canoe cortical
localization but is required for the selective
accumulation of Canoe at tricellular junctions.
To directly test whether Canoe localization

is regulated bymechanical force, we used laser
ablation methods (30, 35) to acutely release
tension at individual tricellular junctions by
severing one of the three connected bicellular
junctions (Fig. 3, F and G, and movie S6). To
quantify the effects of releasing tension, we
measured Canoe-Venus intensity at the tri-
cellular junctions and bicellular junctions
attached to the cut edge before and after
ablation. To control for photobleaching, we
analyzed Canoe-Venus intensity in cells lo-
cated two ormore cells away from the ablation
site for comparison (fig. S8H). Laser ablation
led to a 23 ± 9% (mean ± SD) decrease in
Canoe-Venus intensity at tricellular junctions
within 70 s after ablation, whereas Canoe-
Venus localization at bicellular junctions was
unaffected (Fig. 3, H and I). Taken together,
these results demonstrate that Canoe-Venus
enrichment at tricellular junctions requires
mechanical forces generated by actomyosin
contractility.

Dynamic Canoe localization to tricellular
junctions is required for cell intercalation

The findings that Canoe is recruited to tricel-
lular junctions by tyrosine phosphorylation
and actomyosin contractility raise two ques-
tions. First, what is the physiological relevance
of coupling Canoe recruitment with changes
in myosin activity? Second, does tyrosine phos-
phorylation only regulate Canoe localization
to tricellular junctions, or is it also required for
Canoe function at these sites? To address these
questions, we developed a method to target
Canoe to tricellular junctions independently of
endogenous mechanical inputs. This “vertex
trap” method involved expressing VhhGFP4
(VHH), a genetically encoded nanobody with
high affinity for GFP (53), fused to the C ter-
minus of the tricellular junction protein Side-
kick (Sdk) (32–34). Sdk-VHH expression is
predicted to recruit GFP- and Venus-tagged
proteins to tricellular junctions through inter-
actions with the localized nanobody (Fig. 4B).
The localization of Canoe-Venus was not sig-
nificantly altered by Sdk-VHH expression in
WT embryos (Fig. 4, A and E), and cell adhe-
sion andmyosin localization in these embryos

occurred normally (fig. S9, A to E). By contrast,
Sdk-VHH allowed Canoe-Venus to remain as-
sociated with tricellular junctions whenmyosin
activity was inhibited by Y-27632 injection, a
situation in which this enrichment is nor-
mally lost in WT embryos (Fig. 4, A and F).
Thus, the vertex trap system uncouples Canoe
localization from cytoskeletal tension, provid-
ing an opportunity to investigate the effects
of eliminating Canoe mechanosensitivity on
cell rearrangement.
To investigate the effects of uncoupling

Canoe localization from mechanical inputs,
we performed time-lapse imaging of embryos
expressing vertex-trapped Canoe. During con-
vergent extension, epithelial cells undergo cell
rearrangements that are driven by planar po-
larized actomyosin contractility (26–30). In a
stereotypical cell rearrangement during this
process (27), tricellular junctionsmerge to form
four-way vertices that subsequently resolve to
form twonew tricellular junctions, a process that
requires active remodeling of cell adhesion (Fig.
4, C and I, and fig. S10A). Protein localization
is highly dynamic during this process, with
MRLC-mCherry and Canoe-Venus reproduci-
bly dissociating from four-way vertices just
before resolution (Fig. 4C and fig. S10, B and C).
In embryos that express vertex-trapped Canoe,
cells were frequently arrested at the four-way
vertex stage, resulting in an increase in the
average vertex duration time to 9.1 ± 0.7 min
compared with 5.1 ± 0.4 min in WT embryos
(mean±SEM) (Fig. 4,D,G, and I, andmovie S7).
Embryos that expressed vertex-trapped Canoe
also often failed to complete resolution and
displayed increased cell stretching, consistent
with a reduction in cell rearrangement (fig.
S9, F and G). Further increasing the levels of
Canoe at tricellular junctions by coexpressing
Sdk-VHH with overexpressed Canoe extended
the vertex duration time to 17.8 ± 0.9 min, more
than three times longer than inWTembryos (Fig.
4H and movie S8). By contrast, Abl KD embryos
that recruited less Canoe to tricellular junctions
accelerated vertex resolution, reducing the aver-
age vertex duration time to 2.6 ± 0.2 min (fig.
S10, D and E) (48). It was not possible to an-
alyze vertex duration in Canoe-deficient em-
bryos because of the widespread defects in
tricellular adhesion. These results indicate that
varying Canoe levels at tricellular junctions
modulates the timing of cell rearrangement.
We next testedwhether tyrosine phosphoryl-

ation is solely required for Canoe localization
to tricellular junctions, or if it is also necessary
for Canoe function at these sites. If tyrosine
phosphorylation is only required to recruit
Canoe to tricellular junctions, then trapping
Canoe phosphovariants at these sites would
be predicted to bypass the requirement for
phosphorylation. Using the vertex trap assay,
we found that Canoe11YF-Venus, which lacks
the 11 C-terminal tyrosines of Canoe including

Y1987, stabilized cell adhesionat four-cell vertices
and delayed cell rearrangement to the same
extent as WT Canoe (Fig. 4H and movie S9).
By contrast, deleting the entire C-terminal re-
gion of Canoe (Canoe-DC), including the F-
actin–binding domain, eliminated the effects
of vertex-trapped Canoe on cell adhesion (Fig.
4H and fig. S9, H and I). Thus, tyrosine phos-
phorylation is essential for Canoe localiza-
tion to tricellular junctions but is not required
for Canoe to stabilize adhesion at these sites
when Canoe is targeted to tricellular junctions
through a heterologous mechanism. Together,
these results demonstrate that tyrosine phos-
phorylation modulates Canoe levels at tricel-
lular junctions, which influences the rate of cell
rearrangement during epithelial remodeling.

Discussion

Here, we show that Canoe and Abl function
in a mechanotransduction pathway that regu-
lates dynamic changes in cell adhesion at tri-
cellular junctions during epithelial remodeling.
Canoe localization to tricellular junctions is
acutely disrupted by laser ablation, demonstrat-
ing that Canoe localization is rapidlymodulated
bymechanical perturbation.Canoemechanosen-
sitivity requires Abl-dependent phosphorylation
of a conserved tyrosine (Y1987) in the Canoe
actin-binding domain, and Canoe localization
to tricellular junctions is required to stabilize
tricellular adhesion. Conversely, constitutively
anchoring Canoe at tricellular junctions ar-
rests cell rearrangement, indicating that Canoe
levels can tune the rate of junctional remodel-
ing (Fig. 4J). These results demonstrate that
the mechanosensitivity of this critical junc-
tional regulator is modulated by phosphoryl-
ation of a single tyrosine residue and reveal an
essential role of Canoe in coupling tricellular
adhesion with mechanical forces during epi-
thelial remodeling.
Mechanical forces trigger a cascade of mo-

lecular events in cells that translate biophysical
signals into altered cellular behaviors. How-
ever, the mechanosensors that directly change
conformation under tension in vivo are not
well defined. Cell surface receptors are well
positioned to detect forces generated by neigh-
boring cells, but Canoe localization and func-
tion at tricellular junctions do not require
the PDZ domain that mediates its interac-
tion with known receptors (39). One possi-
bility is that the Canoe protein itself could
act as a mechanosensor. Canoe is predicted
to be anchored to the membrane through in-
teractions with Rap1 and the actin cytoskel-
eton (38–40, 43, 50). Thus, cytoskeletal tension
could stretch the Canoe protein and expose
tyrosine 1987 to phosphorylation by Abl. Al-
ternatively, Abl or its upstream activators could
be regulated by tension during this process,
because the activity of Abl and other tyrosine
kinases such as Src and FAK has been shown
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to be regulated by tension in vitro (18–22). In
a third possibility, the regulation of Canoe by
Abl could allow Canoe to detect force-induced
changes in other molecules at tricellular junc-
tions. Because tyrosine 1987 is in theCanoe actin-
binding domain, phosphorylation at this site
could allow Canoe to recognize distinct actin
structures at tricellular junctions, force-induced
conformational changes in the cadherin-catenin
complex (54, 55), or other specialized features
of tricellular junction composition or geome-
try (37). Once recruited to tricellular junctions,
Canoe could stabilize adhesion at these sites by
reinforcing the connection between adherens
junctions and the actomyosin cytoskeleton
(40–42).
Abl tyrosine kinases influence many struc-

tural changes that are driven by mechanical
forces in tissues, including epithelial remod-

eling, tissue invagination, axon guidance, and
cell migration (45, 46). Abl has been shown
to regulate a number of proteins that act at
tension-bearing structures in cells in addi-
tion to Canoe/Afadin recruitment to tricel-
lular junctions, including vinculin localization
(20, 22, 25) and b-catenin recycling (48) at
bicellular junctions and regulation of mem-
brane curvature by BAR-domain proteins (21).
Together, these results raise the possibility
that Abl could transduce mechanical forces
into a wide range of structural changes within
cells. For example, during cell rearrangement,
Abl could simultaneously stabilize tricellular
adhesion by recruiting Canoe and destabilize
bicellular adhesion by enhancing b-catenin
turnover (48), which could allow bicellular junc-
tions to complete contraction before tricellular
junctions are remodeled. Tricellular junctions

serve many important roles in epithelial devel-
opment and homeostasis, including modulating
cell rearrangement (32–34, 52), orienting mitotic
spindles (56), balancing stem cell proliferation
and differentiation (57), and maintaining epi-
thelial barrier function (58). An understanding
of how mechanical inputs affect the confor-
mation, localization, activity, and interactions
of proteins at tricellular junctions will provide
insight into how these structures sense and
integrate mechanical forces in epithelial tissues.

Methods summary

Themethods used in this study are described in
the supplementarymaterials, includingDrosophila
stocks and genetics, cloning and transgenic
lines, immunofluorescence, time-lapse imag-
ing, laser ablation, drug and antibody injec-
tion, immunoprecipitation, immunoblotting,
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Fig. 4. Anchoring Canoe at tricellular junctions impedes cell rearrangement.
(A) Embryos expressing endogenous Canoe-Venus (WT Canoe, left) or Canoe-Venus
trapped at tricellular junctions by Sdk-VHH (vertex-trapped Canoe, right). Top
panels are uninjected embryos. Bottom panels are embryos injected with Y-27632.
(B) Schematic of the vertex trap technique. The GFP nanobody (VHH) fused to
the TCJ protein Sdk recruits GFP- and Venus-tagged proteins to tricellular junctions.
(C and D) Endogenous Canoe-Venus intensity in the absence (C) or presence (D) of
Sdk-VHH. Two TCJs (gray) converge to form a four-way vertex (magenta), which
resolves to form two new TCJs (imaged every 30 s). (E to G) Canoe-Venus TCJ ratio

[(E) and (F)] and four-way vertex duration (G) in the absence (WT Canoe) or presence
(vertex trap) of Sdk-VHH. (H) Four-way vertex duration in embryos that overexpress
vertex-trapped Venus-Canoe variants in a WT background. (I) Stills from movies of
embryos expressing endogenous Canoe-Venus in the absence (WT Canoe) or presence
(vertex-trapped Canoe) of Sdk-VHH. (J) Model. Actomyosin contractility and Abl-
mediated tyrosine phosphorylation coordinate Canoe levels with mechanical tension at
tricellular junctions, promoting the remodeling of cell adhesion during cell rearrange-
ment. **P < 0.0001, Welch’s t test. Embryos are stages 7 and 8. Living embryos are
shown in all panels. Anterior is left; ventral is down. Scale bars, 10 mm.
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mass spectrometry, and quantification and
statistical analysis.
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FUNDAMENTAL PHYSICS

Two-photon frequency comb spectroscopy
of atomic hydrogen
Alexey Grinin1*, Arthur Matveev1, Dylan C. Yost1†, Lothar Maisenbacher1, Vitaly Wirthl1,
Randolf Pohl1‡, Theodor W. Hänsch1,2, Thomas Udem1,2

We have performed two-photon ultraviolet direct frequency comb spectroscopy on the 1S-3S transition
in atomic hydrogen to illuminate the so-called proton radius puzzle and to demonstrate the potential
of this method. The proton radius puzzle is a significant discrepancy between data obtained with
muonic hydrogen and regular atomic hydrogen that could not be explained within the framework
of quantum electrodynamics. By combining our result [f1S-3S = 2,922,743,278,665.79(72) kilohertz]
with a previous measurement of the 1S-2S transition frequency, we obtained new values for the
Rydberg constant [R∞ = 10,973,731.568226(38) per meter] and the proton charge radius [rp = 0.8482(38)
femtometers]. This result favors the muonic value over the world-average data as presented by the
most recent published CODATA 2014 adjustment.

Q
uantum electrodynamics (QED) is wide-
ly considered to be the most developed
fundamental theory. It served as the
blueprint for other quantum field the-
ories and is capable of predicting the

energy levels of atomic hydrogen and the elec-
tron g-factor with an accuracy of 12 digits. It is
of fundamental interest to experimentally ver-
ify all of these digits or to discover tiny dis-
crepancies that may lead to new physics.
The QED theory for the energy levels of

atomic hydrogen can be cast in the form

En;‘; j ¼ chR∞ � 1

n2
þ fn;‘; j a;

me

mp
; :::

� �
þ

�

d‘;0
CNS

n3
r2p
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with n, ‘ and j being the principle quantum
number and the orbital and total angular
momentum, respectively. The well-known
leading term is obtained from both the Bohr
and Schrödinger theories. The function fn,‘, j
is a lengthy but mostly analytic expression
(1) that depends, among other things, on the
fine structure constant a and the electron-
to-proton mass ratio me/mp. These constants
can be obtained with sufficient accuracy from
other experiments where they do not merely
represent a correction to a much larger term
(2, 3). The last term is a small but important
correction to S-states owing to the finite root-
mean-square (RMS) charge radius of the pro-

ton rp. To convert to SI units (International
System of Units) used in the experiment, the
full theory expression needs to be multiplied
by the Rydberg energy, chR∞.
By accurately measuring transition frequen-

cies, i.e., differences of energy levels, values for
R∞ and rp can be obtained simply by treating
them as parameters and adjusting their values
to match the experimental observations. Two
measured transition frequencies are required
to determine the values of the two parameters,
and the second most accurate measurement
sets the limit on the uncertainty of R∞ and rp.
If QED, its usage, and the experiments are all
correct, a self-consistent set of the parameter
values is expected when using all available
measured transition frequencies (4). However,
a serious discrepancy to existing hydrogen
data was found when high-resolution laser
spectroscopy on muonic hydrogen first be-

came possible (5). This exotic atom is analo-
gous to regular atomic hydrogen, but with the
electron replaced by its heavier, short-lived
sibling, the muon. Its energy levels should
obey the same QED formalism but with an
approximately four orders ofmagnitude larger
coefficient CNS and a corresponding increased
sensitivity to rp. A discrepancy of four stan-
dard deviations (4s) was found when com-
paring rp obtained in this way with the values
obtained from regular atomic hydrogen. This
fact has motivated additional high-precision
spectroscopy of atomic hydrogen (6–8). These
more recentmeasurements are discussed below.
The proton charge radius can also be ob-

tained from electron-proton scattering with
results that either support the muonic value
(9, 10) or elevate the discrepancy associated
with the proton radius puzzle (1). Because
there is no QED expression like Eq. 1 for the
proton charge distribution, electron scatter-
ing data cannot directly contribute to testing
QED. Using consistent scattering data could
improve the values of R∞ and rp. However,
here we are less interested in these values
and more interested in checking for consis-
tency of their QED-dependent determinations.
We report a measurement that considerably

reduces the uncertainty of the 1S-3S transition
frequency, which is the second most precisely
known transition frequency in atomic hydro-
gen. It is surpassed only by the 1S-2S transition
(11), which has a natural line width that is sev-
eral orders of magnitude smaller than any
other relevant transition in atomic hydrogen.
We have substantially reduced the system-
atic uncertainties and required corrections by
using a cold atomic beam and by utilizing the
advantages of the direct frequency comb tech-
nique. An almost shot noise limited statistical
uncertainty of only 110 Hz has been obtained
with small systematic effects whose com-
pensation does not critically rely on model
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Fig. 1. Proton charge radius
measurements. The proton
charge radius measurements
(bottom axis), as obtained from
various experiments, partially
disagree, preventing a verifica-
tion of quantum electrodynamics
at the level of experimental
uncertainties. Combining the
1S-2S and the 1S-3S (this work)
transition frequencies in atomic
hydrogen gives a significantly
smaller value than the previous
world data [H-world (2014)] obtained by using all hydrogen measurements (15 lines) available for the
most recent published CODATA 2014 adjustment [Adj #8, table XXIX in (1)]. In contrast, a recent continuous
wave measurement of the 1S-3S transition frequency [1S-3S (Paris)] (7) confirms the CODATA value. Our
result is in reasonable agreement with a value derived from the previous 2S-4P measurement (6), with a
radio frequency measurement of the 2S-2P transition (8), and with the value obtained from muonic hydrogen
(32). Because of the strong correlation (98.91%) between R∞ and rp, the data can also be displayed in
terms of the Rydberg constant (same graph, upper axis).

∞

–

–



assumptions. In addition, we used the simple
Lorentzian line shape model and found the
line center within 10−3 of the linewidth, which
is a rather moderate value.
With this experiment, we also demonstrate

high-resolution laser spectroscopy with a har-
monic frequency comb in the ultraviolet region.
The associated short pulses of the frequency
comb make the harmonic generation process
in crystals and gas targetsmore efficient, while
avoiding the photorefractive effect (12). In the
future, this method may allow precision spec-
troscopy at even shorter unexploredwavelength
regions using high harmonic generation—
hopefully enabling high-resolution laser spec-
troscopy of hydrogen-like ions (13).
Combining the results for the 1S-3S and the

1S-2S transitions, we extracted values for the
Rydberg constant R∞ and the proton charge
radius rp. These new values are two times more
accurate than the ones obtained from all pre-
vious hydrogen data combined. By using only
two measurements to determine two constants
(treated as parameters), nothing can be said
about the validity of QED. It does not matter
whether we use the Rydberg constant or the
proton charge radius for a consistency check, be-
cause the values of these parameters are strongly
correlated through Eq. 1. This work favors the
data from muonic hydrogen and a recently im-
provedmeasurement of the 2S-2P Lamb shift in
regular hydrogen (8). Further, our value is in
good agreementwith a recentmeasurement of
the 2S-4P interval (6) but disagrees by 2.9s with
the hydrogen world data obtained by CODATA
2014 (1). Figure 1 summarizes the situation.

Two-photon direct frequency comb spectroscopy

An optical frequency comb is a regularly spaced
array of laser frequencies wn = nwr + w0 that
is readily generated with a mode-locked laser

(14). The pulse repetition rate, wr, is around
2p × 315.2 MHz, and the offset frequency, w0,
is always smaller than wr. The integer n la-
bels the ≈3000 laser lines (or modes) around
n ≈ 1.16 × 106. During the measurements, the
frequency of one of the laser modes and the
exact repetition rate were constantly recorded
with the help of a second, self-referenced fre-
quency comb (“fs–frequency comb” in Fig. 2)
(15) and a radio frequency counter, respectively.
Both were referenced to a global positioning
system (GPS)–disciplined hydrogen maser.
Our spectrometer is sketched in Fig. 2 and

described inmore detail in (16–18). Briefly, the
carrier frequency of a mode-locked titanium:
sapphire laser (78.8 MHz, 1.3 ps, 2.8 W) was
doubled in an enhancement resonator with
half the optical length of the laser resonator.
This arrangement also doubled the repetition
rate. After a second doubling stage that left
the repetition rate constant, we obtained up to
50 mW of 205-nm radiation with a full width
halfmaximum(FWHM)pulse duration of 2.0 ps
(18). A delay line generated s+/s− circular-
polarized double pulses that met twice per
round trip at the center of the enhancement
cavity housed in a vacuum chamber. This dou-
bled the repetition rate oncemore to 315.2MHz.
Our general effort to produce a high repetition
rate, both through the doubling stages and
with the use of the delay line, led to a relatively
short two-mirror enhancement cavity that sup-
ported two counterpropagating pulses. Our
choice of polarization avoided loss of power
in the delay line and reduced the excitation of
the 1S-3D transitions relative to the 1S-3S tran-
sitions. The time-averaged circulating power in
this cavity was ~60 mW per propagation direc-
tion with a beam radius at the focus of w0 =
80 mm. Hydrogen atoms were produced by dis-
sociation of hydrogen molecules in a radio fre-

quency discharge tube, which were then guided
through a Teflon tube to a cryogenic copper
nozzle. In this nozzle, they thermalized and
escaped into the vacuum through two adjacent
holes. Some of the atoms made it into the cigar-
shaped laser pulse collision volume (PCV) and
were excited to the 3S state, from which they
decayed within 0.16 ms to the 2P state, releasing
a detectable 656-nm Balmer–a photon (Fig. 3).
To drive a two-photon transition with a fre-

quency comb, the photon energies associated
with the laser modes add up pairwise to pro-
duce the transition energy ℏweg (19). By tuning
wr such that a particular comb mode wn cor-
responds to half the transition frequency, all
mode pairs m that satisfy the relation weg =
wn−m + wn+m contribute to the excitation rate.
This is sketched on the left-hand side of Fig. 2.
The two-photon resonance condition is also
satisfied when the transition occurs exactly
between two combmodes. Therefore, the spec-
troscopic signal repeats with the repetition rate
when measured at the atomic frequency. All
transitions accessible with the spectral band-
width of the comb are observed to be convo-
luted within the range of wr.
An important feature of two-photon spec-

troscopy is that the first-order Doppler effect
is suppressed when the atom absorbs a pair
of counterpropagating photons. This can take
place only within the PCV, where the excita-
tion paths (shown in Fig. 2) add constructively.
Outside the PCV, only Doppler-broadened
absorption of two photons from either side
takes place. The transitionmatrix elements for
all four combinations of absorbed photon di-
rections are the same butmust be weighted by
the number of atoms in the proper velocity
class for Doppler-broadened absorption and
by appropriately accounting for the polariza-
tion and the hyperfine structure (20).
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Fig. 2. Principle and experimen-
tal setup for two-photon
direct frequency comb
spectroscopy. (A) Spectral
envelope of the frequency comb
with repetition rate wr (not to
scale) tuned to excite a two-
photon transition between jgi and
jei at the frequency weg. On
resonance, pairwise addition of
properly phased modes provides
an efficient excitation of the
atoms. (B) A mode-locked
titanium sapphire laser (78.8 MHz,
1.3 ps, 2.8 W) is referenced to a
transfer laser that is itself locked to an ultrastable cavity and referenced to a femtosecond-frequency comb. This frequency comb is then frequency quadrupled
in two successive intracavity doubling stages to generate a deep ultraviolet frequency comb at 205 nm. The optical cavities used for frequency doubling are built
with half the length of the fundamental laser cavity, which effectively doubles the repetition rate of the quadrupled frequency comb to 157.6 MHz. The pulse train
is then sent to a beam splitter and delay line used to generate counterpropagating pulses within a final enhancement cavity where the hydrogen spectroscopy
takes place. PM, power meter; FC, fiber coupler; FSR, free spectral range; PDH, Pound-Drever-Hall stabilization (33); ECDL, extended cavity diode laser; SHG, second-
harmonic generation; LBO/BBO, lithium triborate and b–barium borate crystals; PD, photodetector.
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Two-photon direct comb spectroscopy
is not fully free of the first-order Doppler ef-
fect. In the frequency domain, the contrib-
uting mode pairs do not have exactly the
same frequencies and, thus, do not have
exactly opposite Doppler shifts. However, for
each pair m there is a pair −m such that the
Doppler shift is balanced provided that the
spectral envelopes of the counterpropagat-
ing pulses are identical. This condition is best
fulfilled within an enhancement resonator.
As a result, the Doppler effect only broadens
the line but does not shift it. In the time do-
main, this broadening is understood as time-
of-flight broadening. Atoms with the most
probable thermal velocity of v0 = 340 m/s
contribute the most to the signal at 7 K [see
the supplementary materials (SM)]. When
traveling along the laser beam axis, the
time-of-flight broadening amounts toDw ¼
8lnð2Þv0=cT1=2 ¼ 2p� 500 kHz. By using a
pulse duration (FWHM) of T1/2 = 2 ps, we
adapt the lengths of the PCV cT1/2 such that
we reach the natural line width of 1.0 MHz
despite the 148 GHz wide spectral envelope
of the comb (see SM).

The frequency comb in this application is,
in many ways, equivalent to a continuous
laser—the laser-limited line width is given
by the width of a single comb mode rather
than by the spectral envelope of the comb,
while the line strength is given by the total
power of all modes (21). Similarly, the AC-
Stark shift derives from the time-averaged
laser intensity rather than from the much
larger peak intensity (22). Two-photon direct
comb spectroscopy offers several advantages,
such as access to shorter wavelengths through
more efficient nonlinear processes. The small
PCV allows for better control over several sys-
tematic effects and makes light collection sim-
ple and efficient. In addition, the small PCV
allows for good shielding from stray electric
and magnetic fields that would otherwise be
challenging to compensate over a larger exci-
tation volume. Moreover, the distance of the
PCV from the nozzle can be varied to control
the atomic density in a definedway to determine
the pressure shift, keeping the inhomogene-
ities of the fields and pressure small. Although
Doppler-free excitation takes place onlywithin
the PCV, Doppler-broadened fluorescence can

be collected separately outside of the PCV.
This signal is almost independent of the laser
frequency and can be used to normalize fluc-
tuations of laser power and atomic flux. By
utilizing this feature, we could reach an almost
shot-noise limited statistics (see SM). Figure 3
shows a close look at the PCV (red region)
together with the shields and the detection
optics that have been left out of Fig. 2. Figure 4
shows a typical line scan obtained with this
spectrometer.

Data analysis and systematics

Our dataset consists of i = 1…4450 line scans
like the one shown in the inset of Fig. 4, each
of ≈36 sec duration. A large fraction of the
data (2020 line scans) have been recorded
with a nozzle temperature of 7 K. As a first
step of the evaluation, we fit Lorentzians to
the normalized signal to find the line widths,
amplitudes, constant offsets, and the center
frequencies fj,i for the three detectors ( j = 1…3).
The statistical uncertainties of the center fre-
quencies sj,i( f ) are dominated by shot noise.
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Fig. 3. Spectroscopy setup. The pulse collision volume (PCV; shown in red here and in Fig. 2) resembles
an ellipsoid with semi-axes w0 = 80 mm and cT1/2 = 600 mm. It is surrounded by a Faraday cage made
of a highly transmissive mesh and two end-cap electrodes. In the actual apparatus, the end caps cover a
much larger surface around the PCV but are drawn as thin rings here for clarity. Using the quadratic
DC-Stark shift, we can put tight limits on stray electric fields by applying voltages to the cage in all three
directions and determining the minima of the resulting line shifts. Four lenses image the fluorescence
from the whole PCV and its ends to multimode fibers (1 mm and 600 mm diameter) that guide the light
through interference filters onto three independent single-photon counting modules: one main detector
( j = 1) and two auxiliary detectors ( j = 2, 3). With this arrangement, we can interpolate the chirp-induced
residual first-order Doppler shift (CIFODS). At the other side of the nozzle, the Doppler-broadened signal
is collected with four bare fibers of 1 mm core diameter that are in close proximity to the laser and
atomic beam. As the Doppler-broadening is well in excess of the mode spacing, this signal is independent
of the laser frequency and used for normalization. In this way, we remove substantial fluctuations of
the laser power and the atom number flux. Because the Doppler-free and the Doppler-broadened signals
scale in the same way with laser power, the normalized line amplitudes can be used as a measure
of the atomic flux.

Fig. 4. Line components. Multiple 1S-3S/D two-
photon transitions folded with the frequency comb
so that the separation of the line components
appears modulo wr = 2p × 315.2 MHz. By operating
a well-chosen wr and with circular polarization, we
obtain a well-isolated 1S(F=1)–3S(F=1) component.
Other components that are allowed by the selection
rules are: a, 1S(F=1)–3D5/2; b, 1S(F=0)–3D3/2(F=2);
c, 1S(F=0)–3D5/2(F=2); d, 1S(F=1)–3D3/2;
e, 1S(F=0)–3S(F=0). The hyperfine splitting of the
3D states is smaller than the natural line width and
thus unresolved. The baseline offset is from the
Doppler-broadened absorption of two copropagating
photons. The inset shows an average of five line
scans (3 min) within ±4 MHz of the main component,
normalized to the Doppler-broadened signal,
together with a Lorentzian fit. The sampling of
the frequency axis was chosen to yield an
approximately equidistant spacing on the signal
axis to maximize the sensitivity to the center
frequency per unit of measurement time. The line
pulling by other 1S-3D lines and others (not
visible) is negligible and discussed in detail in
the SM. The detuning in this graph is measured at
the atomic frequency, i.e., around the frequency
given in Eq. 4. a.u., arbitrary units.
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A small amount of excess noise is well ex-
plained by limitations of the normalization
procedure and is taken into account as de-
scribed in the SM. The lines recorded with
the downstream detector ( j = 2) at the lowest
nozzle temperatures show the smallest time-
of-flight broadening and reach the natural line
width (see SM for details).
A systematic frequency shift that is intrin-

sic to the two-photon pulsed excitation of an
atomic beam arises owing to a possible chirp
of the laser frequency. To illustrate this effect,
we consider Gaussian pulses counterpropa-
gating along the ±z axis with a linear fre-
quency chirp

ETðtÞ ¼ E0e
�ð1þibÞðtTz=cÞ2=t2�iwct ð2Þ

Here, wc is the carrier frequency, b is the
chirp parameter, and the FWHM pulse du-
ration is given by T1=2 ¼ t

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2lnð2Þp

. The
Doppler-free complex Rabi frequency of
this transition is proportional toEþðtÞE�ðtÞ ¼
E2
0e

�2ð1þibÞðt2þz2=c2Þ=t2�i2wct, where the fast os-
cillating carrier drops out within the usual
rotating wave approximation. Any remaining
time-dependent phase can translate into a fre-
quency shift. This does not apply to the first
phase term in the exponent, because in a re-
petitive pulse train, it merely leads to a pe-
riodic phase modulation without affecting the
comb structure. The second phase term, how-
ever, acquires a time dependence with the
changing position of the atom and leads to an
instantaneous position-dependent frequency
shift of 4bzvz/c

2t2. With its dependence on
velocity vz, this frequency shift appears as
a residual chirp-induced first-order Doppler
shift (CIFODS) (16). In practice, the CIFODS
is largely reduced because atoms are probed
at positions of positive and negative z [in an
isotropic gas sample also with both signs of vz
(23, 24)]. However, as illustrated in Fig. 5, the
divergence of the atomic beam leads to an
imbalance of density andhence to an imbalance
of the signals received from either ends of the
PCV. Assuming the distance d of the PCV to
the emerging point of the atomic beam is large
compared to the dimensions of the PCV, the
resultingCIFODS is estimated to beDw ≈−bv0/d.
From the experimental data, we obtain a mean
of hbi = −0.119 with a substantially larger var-
iation between the line scans. Data has been
taken with d = 19.1(1) mm and d = 27.1(1) mm,
so that the mean CIFODS is estimated to
0.34 kHz with v0 = 340 m/s. A more detailed
discussion is given in the SM and in (16).
Although the pulses from the laser had a

negative chirp, the frequency-doubling stages
introduced a positive chirp, mainly through
self-phase modulation (25). Experimentally,
we can vary the latter contribution by chang-
ing the crystal position along the focused
laser beam. Unfortunately, standard meth-

ods such as frequency-resolved optical gat-
ing (FROG) cannot provide reliable values for
small chirp parameters of picosecond pulses.
In addition, the above arguments that lead to
the CIFODS are based on a largely simplified
model. However, under quite general assump-
tions, the CIFODS is an antisymmetric function
of the position z relative to the center of the PCV.
We use the position dependence of the CIFODS
to measure and compensate for it. To this end,
we collected light from different parts of the
PCV (Fig. 3). The main detector j = 1 showed
a small sensitivity to CIFODS, because it aver-
aged the signal over the entire PCV. In contrast,
the auxiliary detectors ( j = 2, 3) that pointed at
the ends of the PCV were maximally sensi-
tive to CIFODS with opposite signs and hence
provide a sensitive probe. CIFODS can be
shown to be linear in the chirp parameter for
any chirp function, as long as it is given by a
single parameter (see SM). Therefore we can
write fj,i = f0 +ajbi, where fj,i is the measured
frequency of the i-th scan with chirp param-
eter bi by the j-th detector. This frequency is
shifted from the unaffected transition fre-
quency f0 by an amount that is proportional
to the chirp parameter bi, which is unknown
but assumed to be constant during a line scan.
The CIFODS sensitivities aj are geometry de-
pendent and therefore insufficiently known,
but fixed. In principle, the aj can be determined

through simulations, which include the geome-
try of the detectors and the beam divergence.
The expressions for the three detectors may
be combined to f1,i = f0 + kDS( f2,i − f3,i), where
kDS ¼ a1=ða2 � a3Þ, ja1j ≪ ja2j, and a2 ≈�a3.
The unperturbed frequency f0 can then be
obtained by making a linear fit of the mea-
sured frequencies of the main detector, f1,i,
versus the difference frequency obtained with
the two auxiliary detectors, f2,i − f3,i. The de-
termination of the chirp parameters is not re-
quired, nor do we need to know the geometry,
i.e., aj. Because our data cover both signs of
b, we could interpolate to the proper transi-
tion frequency. Note that, for a similar dataset,
interpolation is more accurate and reliable
than extrapolation.
Similarly to the CIFODS interpolation, we

extrapolate the AC-Stark shift by adding a term
kACPi, where Pi are the scan-averaged cavity-
transmitted laser powers (see “PM” in Fig. 2).
Nonlinear effects due to saturation and ioniza-
tionwere negligible (<1Hz) at the power levels
used.Under average experimental conditions, the
AC-Stark effect shifts the resonance by 4.6 kHz.
An additional systematic shift is the pres-

sure shift, which is due to collisions within
the atomic beam and with the residual back-
ground gas. Because the latter was estimated
to be negligible (see SM), we determined the
effects of the intrabeam collisions by taking
advantage of the small excitation volume. By
changing the PCV-to-nozzle distance, we can
vary the density of atoms and molecules by
about a factor of 2. The properly normalized
and scaled line amplitudes (see SM for details),
Ai, were used to measure the local density of
atoms independently of the other fluctuations
such as laser power variations. We introduce
another term, kPSAi, to extrapolate the pres-
sure shift.
The final and somewhat larger systematic

shift is due to the second-order Doppler (SOD)
effect, which is given by –(v/2c)2 in relative
units for an atom at a velocity v. We estimate
this shift to be –2.9 kHz at a nozzle temper-
ature of T = 7 K by computing the average
squared velocity of �v2 ¼ ð416 m=sÞ2 for atoms
with the largest contribution to the signal (see
SM). Because �v2 e T , the SOD is expected to
be linear with the nozzle temperature. For a
thermal atomic beam at room temperature,
the SOD shift would be about −79 kHz in our
geometry. The motional Stark effect can be
used to compensate for this rather large shift
(26). In our case, we instead took data at a
wide range of temperatures and introduced
another parameter, kSOD, that modeled the
SOD shift to be linear in temperature.
In total, we adjusted

f1;i ¼ f0 þ kDSð f2;i � f3;iÞ þ kSODTi þ
kACPi þ kPSAi ð3Þ
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Fig. 5. Principle of the chirp-induced residual
first-order Doppler shift. Two chirped counter-
propagating pulses with carrier frequency wc

(sketched spatially separated for clarity) meet
within the pulse collision volume, where they drive a
two-photon transition in an atom that moves parallel
to the z axis with a velocity vz. The instantaneous
frequency shifts at the edges of the pulses are
±2bvzz/c

2t 2 at positions ±z, with the chirp
parameter b and with the value of the shift doubling
for a two-photon transition. For the Doppler shift,
the velocity has to be measured relative to the pulse
propagation direction. The shifts cancel for atoms
that travel exactly parallel to the z axis. In a
divergent atomic beam, however, this cancellation
is no longer perfect, and the CIFODS might be
estimated by integrating over z with a weight given
by the square of the magnitude of the Rabi
frequency º expð�4ðz� dÞ2=c2t2� with distance d
between the PCV and the emerging point of the
atomic beam. This results in Dw ≈ −bv/d.
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to the experimental data ( fj,i, Ti, Pi, and Ai)
weighted by their uncertainties and corre-
lations, by adjusting the parameters kDS, kSOD,
kAC, kPS, and f0. As discussed earlier, we believe
that the CIFODS compensation is very robust.
On the basis of simple perturbation theory,
the AC-Stark shift is expected to be linear.
The pressure shift was less well controlled, but
it is the smallest of the shifts compensated
by fitting Eq. 3. The effective SOD shift, even
at low temperatures, required the second largest
correction. In addition, linearity with temper-
ature may be compromised by the complex
velocity-dependent excitation probability and
expected deviations from the Maxwellian ve-
locity distribution. To make sure that we fully
understand this effect to the required level,
we took data at seven different nozzle tem-
peratures. Because a larger SOD requires a
more precise model, we decided to use only
the T ≤ 30 K data in Eq. 3. As shown in Fig. 6,
this fit correctly predicts the data at higher
temperatures. Therefore we are confident that
the linearity assumption holds for the lower
temperatures but take possible deviations
into account by adding temperature-dependent

model uncertainties to the uncertainties of the
measured frequencies f1,i (see SM for details).
Further corrections applied to the transition
frequency, f0, were the DC-Stark shift, the
Zeeman shift, quantum interference line pull-
ing (27, 28), line pulling through other fine-
and hyperfine components, and the maser
calibration (the details are given in the SM).

Rydberg constant and proton charge radius

In all steps of the evaluation, the uncertainties
were propagated, and correlations were taken
into account. All corrections and the error
budget are given in Table 1. After applying
them, we obtain the unperturbed frequency
of the 1S(F=1)–3S(F=1) transition

f1S‐3SðF ¼ 1Þ ¼ 2;922;742;936;716:72ð72Þ kHz

ð4Þ
Subtracting the hyperfine shifts of −341,949,069.6(8)
Hz (29) gives the hyperfine centroid

f1S‐3SðcentroidÞ¼ 2;922;743;278;665:79ð72ÞkHz

ð5Þ

This measurement is in good agreement but
more than 20 times more accurate than our
previous room temperature measurement (16)
and 3.6 times more accurate than a recent
1S-3S room-temperature measurement with
a continuous-wave laser (7). However, it de-
viates by 2.1 combined standard deviations
from the latter. Although the combined stan-
dard deviation of our result from the muonic
value is comparable, the disagreement between
measurements of the same transition frequen-
cy obtained with mutually distinct leading sys-
tematic effects is of a different kind. It does not
disprove QED but points to some further, yet
undiscovered, systematic effects in either (or
both) of these measurements.
We use our result, the measured 1S-2S tran-

sition frequency (11), andQED in form of Eq. 1 to
improve the value for the Rydberg constant

R∞ ¼ 10; 973; 731:568226ð38Þ m�1 ð6Þ

and obtain an independent value for the RMS
proton charge radius

rp ¼ 0:8482ð38Þ fm ð7Þ
In doing so, we have used the collection of
terms provided in (1) as well as the values for
the fine structure constant and the electron-
to-proton mass ratio given there. More accu-
rate values of these constants are available
online (30), but that has no influence on the
results presented here. An update of the theory
(31) changes this result only within a small
fraction of the error bar. The contribution to
the error bar by the theory and other con-
stants to R∞ and rp is 2.2 × 10−6 m−1 and
0.00097 fm, respectively. Our value for the
Rydberg constant is more accurate than the
most recent published CODATA adjustment
(1) but differs by 3.7 combined standard de-
viations from it. It is, however, in agreement
with the latest CODATA value that is so far
available online only (30), without details on
how this value is obtained. Our proton charge
radius disagrees by 2.9 combined standard
deviations from the hydrogen world data as
of 2014 but is in better agreement with the
most recent muonic value (32), a recent mea-
surement of the Lamb shift (8) and the 2S-4P
transition frequency (6) in atomic hydrogen,
as well as a recent result from elastic electron-
proton scattering at very low momentum
transfer (10).
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FOREST ECOLOGY

Increased growing-season productivity drives earlier
autumn leaf senescence in temperate trees
Deborah Zani1, Thomas W. Crowther1, Lidong Mo1, Susanne S. Renner2, Constantin M. Zohner1*

Changes in the growing-season lengths of temperate trees greatly affect biotic interactions and
global carbon balance. Yet future growing-season trajectories remain highly uncertain because
the environmental drivers of autumn leaf senescence are poorly understood. Using experiments
and long-term observations, we show that increases in spring and summer productivity due to
elevated carbon dioxide, temperature, or light levels drive earlier senescence. Accounting for
this effect improved the accuracy of senescence predictions by 27 to 42% and reversed future
predictions from a previously expected 2- to 3-week delay over the rest of the century to an advance
of 3 to 6 days. These findings demonstrate the critical role of sink limitation in governing the end
of seasonal activity and reveal important constraints on future growing-season lengths and
carbon uptake of trees.

T
he phenological cycles of trees exert a
strong control on biological interactions
(1, 2), the global carbon cycle, surface
albedo, and the climate system (3).Warm-
ing trends over recent decades have led to

extended growing seasons in temperate forests
(4). As a result, primary productivity of temper-
ate forests is expected to increase, with each day
advance in spring leaf-out translating to an
increase in net carbon uptake of 45 kg carbon
per hectare forest and eachday delay in autumn
senescence translating to an increase of 98 kg
ha−1 (5). Accurate projections of growing-season
duration are, therefore, essential to forecast fu-
ture changes in forest carbon balance (6). Yet,
whereas spring leaf emergence has received
much scientific attention (7–9), autumnphenology
is relatively understudied (10), and existingmod-
els exhibit high uncertainty due to our limited
understanding of the underlying environmental
triggers (11). Understanding the physiological
mechanisms governing the timing of autumn
leaf senescence is critical if we are going to con-
strain the uncertainty in future projections of
temperate tree phenology and productivity.
It has traditionally been accepted that

autumn temperature and day length are the
main determinants of autumnphenology, lead-
ing to the assumption that warming temper-
atures will delay autumn leaf senescence in the
future (12). However, a growing body of evi-
dence suggests that autumn delays will be
counteracted by lagged effects of changes in
spring and summer temperatures (11, 13). For
instance, earlier leaf unfolding in spring has
been found to advance autumn leaf senescence
(14–16). A likely explanation is sink limitation
of photosynthesis, mediated through interac-

tions between photosynthate supply, phytohor-
mones, and nutrient supply (17–19). Increased
photosynthetic activity causes plants to pro-
gress through their seasonal cyclemore rapidly,
ultimately resulting in earlier leaf senescence
(17). This role of photosynthesis in governing
the timing of leaf senescence through source-
sink feedbacks has long been established in
herbaceous plants (20, 21) but has never been
tested in trees. Alternatively, direct constraints
on leaf life span (22), increased drought stress
(23), and extended herbivory (24) might ex-
plain lagged effects of spring leaf-out and
summer climate on tree autumn phenology.
Because the underlying mechanisms remain
unclear, phenological lagged effects are not, or
only partially, accounted for in current autumn
phenology models (11, 12). Testing the relative
importance andmagnitude of these effects and
evaluating the implications for future autumn
trajectories require quantitative, empirical evi-
dence about these effects from a combination
of controlled experiments and long-term in situ
observations on mature trees exposed to real-
world environmental changes.
In this work, we used climate-manipulation

experiments and direct leaf phenology obser-
vations on dominant Central European tree
species to test the degree to which the timing of
autumn senescence is determined by preced-
ing seasonal productivity. These effects were
evaluated relative to the individual effects of
spring leaf-out,water availability, vapor pressure
deficit, CO2 concentration ([CO2]), and summer
and autumn temperatures. We hypothesized
that, if growing-season duration is constrained
by trees’ carbon-sink capacity (17), then increased
source strength (carbon uptake in spring and
summer) should drive earlier leaf senescence in
a warming, CO2-enriched world (18). We further
expected that spring leaf-out, [CO2], summer
temperature, and water availability will indi-
rectly affect the timing of leaf senescence by
modulating growing-season carbon uptake.

Our in situ analysis is underpinned by a
database of phenological observations of spring
leaf-out and autumn leaf-senescence dates
collected from the Pan European Phenology
Project (25). After initial filtering, we obtained
434,226 phenological observations of six decid-
uous tree species at 3855 sites across Central
Europe, resulting in a total of 14,626 individual
time series (lasting 15 to 65 years) during the
period 1948 to 2015 (table S1) (26). We then
tested the relative effects of six parameters, i.e.,
leaf-out time, photosynthesis, vapor pressure
deficit, summer and autumn temperature, and
precipitation, on autumn senescence dates. To
further support the results obtained from the
observational data, we performed a set of con-
trolled experiments, designed to modify plant
carbon uptake. Finally, we developed an au-
tumn phenology model that explicitly accounts
for both seasonal carbon uptake and autumn
environmental cues by incorporating mech-
anistic representations of these drivers. To
represent seasonal productivity in our analyses,
we used direct photosynthesis measurements
for our experiments and a parameterized pho-
tosynthesis model commonly used in dynam-
ic global vegetation models (27) as well as a
simpler growing season index (28) for the
in situ analysis (26). We compared model
performancewith existing autumnphenology
models and used climate and spring leaf-out
forecasts to project future changes in autumn
senescence under a business-as-usual climate
scenario. Ultimately, this combination of long-
term observations, experiments, andmodeling
approaches enables us to evaluate the mech-
anisms governing the timing of autumn leaf
senescence and to improve our confidence in
future forecasts of leaf phenology, carbon
cycling, and climate.

Analysis of long-term observations

The long-term observations showed that across
all study species, years with elevated spring-
summer productivity [estimated froma param-
eterized photosynthesis model (27) including
information on atmospheric CO2 levels (29),
temperature, irradiance, and soil moisture]
were associated with earlier autumn senes-
cence (mean time series-level R2 ± SD = 0.34 ±
0.18 Fig. 1A); after controlling for autumn
temperature, each 10% increase in seasonal
photosynthetic activity (relative to the mean
time seasonal activity of each time series)
translated to senescence 8 days (8.1 ± 3.9)
earlier, on average. Across all observations [see
Fig. S1 for univariate correlations among all
potential drivers of leaf senescence (30, 31)]
and within time series (Fig. 1 and Fig. S2),
growing-season photosynthesis had the great-
est effect on autumn senescence dates, relative
to other physiological or environmental cues.
Specifically, whereas growing-season photo-
synthesis explained, on average, 34% of the
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inter-annual variation in senescence dates
within time series, autumn temperatures, sum-
mer temperatures, growing-season vapor pres-
sure deficit, and precipitation individually
explained 10, 7, 7, and 4% of the variation,
respectively. To explore the mechanistic links
betweengrowing-seasonphotosynthesis, spring
leaf-out, climate drivers, and autumn senescence
dates, we applied a structural equation model,
including or excluding growing-season photo-
synthesis as a predictor (Fig. 1C and table S2).
These analyses show the importance of photo-
synthesis by revealing that a combination of
environmental variables alone cannot explain
observed autumn senescence dates (R2 including
or excluding growing-season photosynthesis =
0.55 and 0.13, respectively). This model sug-
gests that spring phenology, growing-season
vapor pressure deficit, summer temperature,
and precipitation affect the timing of leaf senes-
cence indirectly, by modifying seasonal photo-
synthesis, whereas autumn temperature directly
affects autumn phenology.

Experimental tests of the productivity–autumn
phenology relationship
To isolate the mechanisms driving the cor-
relations between growing-season productivity
and autumn phenology, we ran a series of
manipulative experiments. First, we shaded
whole plants (shade treatment) or only half
of a plant (half-shade treatment) of Fagus
sylvatica and Spiraea japonica during the
growing season and compared them, respec-
tively, with Sun-exposed plants or the Sun-
exposed halves (see materials and methods,
Fig. 2A, and fig. S3 for detailed setup). Al-
though measured leaf-level growing-season
photosynthesis was strongly reduced in both
shaded treatments (fig. S4A), plant-level photo-
synthesis was constant between the Sun-
exposed and shaded halves of plants (Fig. 2B).
In agreement with the sink-limitation hy-
pothesis, senescence in fully shaded plants
was delayed by, on average, 13 ± 7 and 8 ±
5 days (mean ± 95% CIs) relative to Sun-
exposed individuals for Fagus and Spiraea,

respectively, whereas no significant differ-
ence in senescence dates between the shaded
and Sun-exposed halves of plants could be
observed (Fig. 2C). This suggests that leaf-
level photosynthesis (source activity) does not
directly affect the timing of leaf senescence,
and, instead, autumn senescence appears to
be triggered by a systemic response mediated
by the interaction between plant-level sink
strength and photosynthetic activity.
In a second experiment, we tested the effects

of CO2 fertilization and increased temperatures
on autumn senescence dates by studying var-
iations in spring-to-summer photosynthesis and
autumn senescence dates of Betula pendula
between three controlled climate chamber treat-
ments (elevated temperature, elevated [CO2],
both elevated) and an ambient control. The
results match our predictions based on plant
sink limitation, showing that an increase in
measured spring-to-summer photosynthesis of
5, 35, and 42% under elevated temperatures,
elevated [CO2], or elevated temperatures and
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Fig. 1. The effects of seasonal
photosynthesis, autumn and
summer temperatures,
summer precipitation,
growing-season vapor pres-
sure deficit (VPDGS), and
spring phenology on autumn
senescence dates. (A) Uni-
variate effect of seasonal photo-
synthesis (cAtot) on the timing
of autumn leaf senescence
across 14,626 analyzed time
series in six species. To visualize
the average trend across time
series, mixed-effects models
were applied, including each
time series (species-site combi-
nation) as a random effect.
The R2 represents the mean
coefficient of determination
across all time series. (B) Mean
partial correlation coefficients
(±2 standard errors) between
each parameter and senescence
dates across all time series
from multiple linear regression.
(C) Causality networks for the
association among environ-
mental parameters and autumn
phenology as inferred from
structural equation models
(SEMs) excluding (climate-driven
model) or including (photo-
synthesis-driven model)
information on seasonal photo-
synthesis. R2 values represent the adjusted coefficients of variation correcting for the number of predictors. Standardized correlation coefficients between variables are
shown next to lines, blue boxes indicate a negative net effect of the variable on autumn senescence, and red boxes indicate a positive effect. See table S2 for details on SEM
analysis and section 1.5 in (26) for detailed variable description. To standardize among time series, variables were computed as anomalies within each time series.
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[CO2], respectively, translated to leaf senes-
cence 7, 17, and 22 days earlier (Fig. 2 and fig.
S5). Ultimately, across all experimental mani-
pulations, treatments that enhanced growing-
season photosynthesis caused proportionally
similar advances in autumn senescence,where-
as treatments that restricted growing-season
photosynthesis delayed leaf senescence. Both
experiments lend support for the effects of
growing-season productivity and sink limita-
tion on the timing of autumn senescence dates
in temperate woody plants.

The photosynthesis-influenced autumn
phenology model

To represent the observed effects of growing-
season productivity on the timing of autumn
senescence in phenological model forecasts,
we used the in situ observational data (25) to
develop a set of photosynthesis-influenced
autumn phenology (PIA) models and tested
their performance against existing models from
the literature (see table S3 for a summary of

autumn phenology models). To account for
the linear effect of seasonal photosynthesis
on autumn senescence dates (Fig. 1A), our
PIA models predict the critical cold-degree-
day threshold in autumn as a linear function
of seasonal photosynthesis (26) (Eqs. 53 to
55), assuming that increased growing-season
productivity decreases the amount of au-
tumn cooling required to induce leaf senes-
cence. Previous models solely account for
autumn temperature and day length (12) (first-
generation models) and can additionally rep-
resent the potential influence of changing spring
leaf-out (15), growing-season temperature,
and precipitation (11) (second-generation mod-
els). Across all species, we found that our PIA
models had higher power to predict observed
leaf-senescence anomalies than did first- and
second-generation models (Fig. 3 and table
S4). Across the entire study period, the co-
efficient of determination (R2 ± 2 standard
errors) for the PIA models was 0.78 ± 0.01,
relative to 0.62 ± 0.01 and 0.21 ± 0.01 for

the best-performing second-generation and
first-generation model, respectively (see Fig. 3,
A and B, and fig. S6 for a comparison of model
fit across time). Model error in the PIA mod-
els was reduced by more than one-third com-
pared with previous models [mean root mean
square error (RMSE) ± 2 standard errors =
10.87 ± 0.05 and 6.41 ± 0.03 for the best-
performing second-generation (temperature-
and precipitation-influenced Delpierre model,
[TPDM]) and PIA model, respectively; Fig. 3C].
The slope components of observed versus pre-
dicted autumn anomalies were close to 1 for the
PIA models, indicating that the models are un-
biased, whereas the slopes strongly differed
from 1 for the previous models (Fig. 3D). The
best-performing PIA model was our photo-
synthesis model accounting for water stress
(PIA+), and the simpler growing season–index
model (PIAGSI) performed only marginally
worse (Fig. 3). K-fold cross-validation at the
time series level confirmed the stability of our
predictions (Fig. 3C and table S4). The high
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Fig. 2. Experimental tests of the effects of
plant-level photosynthesis on autumn
senescence dates. (A) Experimental setup. In
experiment 1, we shaded whole plants (shade
treatment) or only half of each plant (half-shade
treatment) of F. sylvatica and S. japonica
during the 2017 growing season [left and right
blue bars in (B) and (C), respectively]. These
treatments were compared with unshaded
plants for the shade treatment or to the
unshaded halves for the half-shade treatment.
In experiment 2, B. pendula individuals kept
in climate chambers were exposed to elevated
temperatures (+5 °C), elevated [CO2]
[800 parts per million (ppm)], or a combina-
tion of elevated temperatures and [CO2]
and compared with an ambient control
(400 ppm [CO2]). v., versus. (B) Relative
changes in plant-level spring and summer
photosynthesis compared with the controls
(mean ± 95% CIs). Whereas leaf-level
photosynthesis of the shaded halves of plants
was reduced relative to the Sun-exposed halves
(see fig. S4A), there was no difference in
plant-level photosynthesis between the shaded
and Sun-exposed halves of plants. Note that
photosynthesis reflects electron transport
rates in experiment 1 and net daytime
CO2 uptake in experiment 2 (26). (C) Changes
(in days) in autumn senescence dates
relative to the controls. n.s., nonsignificant,
*P < 0.05, **P < 0.01, ***P < 0.001.
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predictive power and accuracy of our autumn
phenology models provide further evidence
for the important role of spring and summer
plant activity in regulating the timing of au-
tumn phenology.

Future projections of autumn phenology

Accounting for the effect of seasonal photo-
synthesis on autumn senescence dates in forests
will be integral to improving the performance
of global biogeochemical models. Current veg-
etation models, such as the Lund-Potsdam-Jena
general ecosystem simulator (LPJ-GUESS) (32),
assume a unidirectional relationship between
carbon uptake and growing-season length. The
assumption is that growing-season length,

which itself is modeled on the basis of tem-
perature parameters in summergreen vegeta-
tion types (33), determines seasonal carbon
capture, not vice versa. As a result of this as-
sumption, vegetation models predict increases
in seasonal tree productivity due to ever-longer
growing seasons under future warming condi-
tions (6). By contrast, the direct control of the
growing-season end by the extent of preced-
ing carbon capture (Figs. 1 and 2) predicts
that ever-earlier start dates of photosynthetic
activity (4, 5) and increased activity during the
season (34) will drive earlier autumn senes-
cence in the future, placing a constraint on
growing-season lengths and the seasonal
carbon-capture potential of temperate trees.

We further explored these implications of
changes in seasonal productivity on future
projections of autumn phenology (Fig. 4, A
and B) and growing-season length (Fig. 4. C
and D) by running the two best-performing
first-generation, second-generation, and PIA
models based on climate projections from a
business-as-usual emissions scenario (repre-
sentative concentration pathway [RCP] 8.5)
over the rest of the century (see figs. S7 and S8
for species-level results). On average, across
all time series (species–site combinations), the
first-generation models projected senescence
delays ranging between 17 and 19 days by the
end of the 21st century (see Fig. 4B and fig.
S8 for species-level results), which results from
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Fig. 3. Model comparison and validation
of the PIA model. (A) Observed versus
predicted autumn senescence dates of the
PIA models and the best-performing first-
generation and second-generation models.
Solid lines show linear regression fit; dashed
lines show the 1:1 line. To standardize
among time series, observed and predicted
senescence dates are shown as anomalies,
i.e., as deviation from the mean observed
senescence date of each time series. The R2

values represent the mean coefficient of
determination across all time series. (B to
D) Comparison of the nine models tested in
this study. (B) Mean coefficient of determi-
nation (R2) ± 2 standard errors of observed
versus predicted senescence dates across
the 14,626 time series. (C) RMSEs within
each time series. The colored dashed lines
show the median RMSEs from fivefold
cross-validation within time series; the black
dashed line shows the median RMSE
expected under a null model in which
senescence dates do not differ among
years. (D) Slope estimates of observed
versus predicted senescence dates. CDD,
Cold-degree-day model; DM, Delpierre model;
SIAM, Spring-influenced autumn phenology
model; TDM, Temperature-influenced
Delpierre model; TPM, Low Temperature and
Photoperiod Multiplicative model; TPDM,
Temperature- and Precipitation-influenced
Delpierre model.
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the large importance of autumn temperatures
in these models. Second-generation models
projected less pronounced senescence delays
(7 to 13 days) because the earlier spring leaf-out
and elevated summer temperatures constrain
the response of leaf senescence to future au-
tumn warming. In contrast to the delayed se-
nescence predicted by both sets of models,
our PIA models project a slight advance of
senescence, suggesting that, if growing-season
photosynthesis continues to increase, leaves
may senesce 3 to 6 days earlier in the year by
the end of the century. Our models, therefore,
predict that the effect of autumn temperature
predominant in first- and second-generation
modelswill be outweighedby increasing spring
and summer productivity in the future, re-
versing expectations of future changes in
autumn phenology. With a predicted increase
in overall growing-season length by 31 to
34 days at the end of the 21st century in first-

generation models, by 22 to 27 days in second-
generation models, and by only 8 to 11 days in
our PIA models (Fig. 4D), these new predic-
tions lower our expectations of the extent to
which longer growing seasons will increase
seasonal carbon uptake in forests.

Discussion

The most likely explanation for the negative
relationship between seasonal productivity
and autumn senescence dates is the control
of photosynthesis by sink activity (17). The
seasonal carbon-sink capacity of plants is
limited by nutrient (in particular nitrogen)
supply (17, 35) and developmental and trans-
location constraints, such as tissuematuration
and phloem loading (36, 37). In sink-limited
plants, carbon uptake during the growing sea-
son should, therefore, act as a self-regulatory
mechanism constraining the length of the
productive season. By affecting carbon up-

take, preceding phenological stages, such as
spring leaf-out, should be indirectly linked
to autumn phenology (14–16, 38). These pre-
dictions are met in both our experiments and
the in situ analyses (Figs. 1C and 2). The effect
of growing-season plant productivity on au-
tumn phenology thus offers a mechanistic ex-
planation for how increased carbon capture
in response to elevated atmospheric CO2 is
likely to be constrained in sink-limited eco-
systems (39).
Molecular evidence for sink limitation comes

from studies on herbaceous plants that high-
light an important effect of source-sink regu-
latory networks on autumn leaf senescence
(40–42). Carbon saturation due to a critical
concentration of sugar in the sink organs has
been shown to shift the metabolism of the
plant to nutrient remobilization and induce
leaf senescence through photosynthetic feed-
back inhibition (21, 41). We found little evi-
dence to support the alternative hypothesis
that lagged effects on autumn phenology are
explained by constraints on leaf longevity or
water stress (15, 23), as changes in leaf-level
photosynthesis did not directly affect au-
tumn senescence (see half-shade treatment in
Fig. 2) and low water availability in summer
tended to delay, not hasten, autumn senes-
cence (Fig. 1B). Spring leaf-out timing per se
was a weaker predictor of autumn phenol-
ogy than was growing-season productivity (Fig.
1B and fig. S2).
Our results now offer a framework for uni-

fying previous results that earlier spring leaf
emergence and warmer summers advance the
timing of autumn phenology, whereas drier
leafy seasons delay it (14, 30, 31) (Fig. 1, B and
C, and fig. S2): Earlier leaf emergence and
warmer summer periods increase growing-
season photosynthesis and should thus accel-
erate sink saturation and leaf senescence (Fig.
1, B and C). By contrast, repeated seasonal
droughts impair sugar transport from the leaf
to the sink, thus delaying the senescence pro-
cess (43). These effects are explicitly captured
by our photosynthesismodels because we use
leaf-out dates to determine the start of sea-
sonal photosynthesis and include a drought-
stress index in our photosynthesis calculation.
Our analysis of the environmental and in-

ternal controls of autumnphenology suggests
that seasonal productivity is an important
driver of leaf senescence in temperate deciduous
trees. Increased growing-season productivity
led to earlier leaf senescence in our climate-
manipulation experiments and across our
434,226 tree observations over the past 6
decades. Our autumn senescencemodel repre-
senting this internal control mechanism out-
performed previous models in the literature
and reversed expectations of future changes in
autumn phenology: Although autumn warm-
ing is likely to increase over the rest of the
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Fig. 4. Future projections of autumn senescence dates and growing-season lengths in Central
European deciduous trees. (A) Senescence projections (15-year moving averages for six species)
under the RCP 8.5 (“business-as-usual”) climate scenario, based on the first-generation (CDD
and TPM), second-generation (SIAM and TPDM), and PIA models. The gray area indicates 1 SD on
either side of the mean. DoY, day of year. (B) Estimated delays in leaf senescence by the end of the
21st century (2080 to 2100) compared with the average senescence dates between 1990 and 2010.
(C and D) Same as (A) and (B) but showing overall growing-season length instead of autumn senescence
dates. Future leaf-out date predictions to calculate growing-season lengths are based on the M1 spring
phenology model.
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century, our model forecasts that there might
be slight advances, not delays, in autumn se-
nescence dates. This can be explained by sink
limitation of plant growth, predicting that car-
bon uptake during the growing season im-
poses strong constraints on the length of the
productive season through feedbacks between
source and sink organs in plants. These re-
sults highlight physiological constraints on
growing-season lengths and plant productiv-
ity in a warming, CO2-enriched world, which
has direct implications for future carbon-cycle
and climate projections. An important avenue
of research is the implementation of such
growing-season length constraints in Earth
system and vegetation models, which cur-
rently do not consider the role of source-sink
feedbacks when predicting the seasonal CO2

uptake of plants (44). Furthermore, given that
ecosystems with high nutrient availability and
minimal carbon-sink limitation, such as regions
dominated by nitrogen-fixing trees, are not ex-
pected to show the observed negative rela-
tionship between seasonal productivity and
senescence dates (45), a major research chal-
lenge will be to generate a thorough spatial
understanding of the extent of sink limitation
to forecast plant phenology and forest pro-
ductivity over space and time.

REFERENCES AND NOTES

1. S. S. Renner, C. M. Zohner, Annu. Rev. Ecol. Evol. Syst. 49,
165–182 (2018).

2. C. M. Zohner, S. S. Renner, Nat. Ecol. Evol. 1, 1655–1660
(2017).

3. A. D. Richardson et al., Agric. For. Meteorol. 169, 156–173
(2013).

4. A. Menzel, P. Fabian, Nature 397, 659 (1999).
5. T. F. Keenan et al., Nat. Clim. Chang. 4, 598–604

(2014).
6. A. D. Richardson et al., Glob. Change Biol. 18, 566–584

(2012).

7. C. M. Zohner, L. Mo, T. A. M. Pugh, J. F. Bastin, T. W. Crowther,
Glob. Change Biol. 26, 4042–4055 (2020).

8. M. Chen, E. K. Melaas, J. M. Gray, M. A. Friedl, A. D. Richardson,
Glob. Change Biol. 22, 3675–3688 (2016).

9. C. M. Zohner et al., Proc. Natl. Acad. Sci. U.S.A. 117,
12192–12200 (2020).

10. A. S. Gallinat, R. B. Primack, D. L. Wagner, Trends Ecol. Evol.
30, 169–176 (2015).

11. G. Liu, X. Chen, Y. Fu, N. Delpierre, Ecol. Modell. 394, 34–43
(2019).

12. N. Delpierre et al., Agric. For. Meteorol. 149, 938–948
(2009).

13. L. Chen et al., Nat. Clim. Chang. 10, 777–780 (2020).
14. Y. S. H. Fu et al., Proc. Natl. Acad. Sci. U.S.A. 111, 7355–7360

(2014).
15. T. F. Keenan, A. D. Richardson, Glob. Change Biol. 21,

2634–2641 (2015).
16. C. M. Zohner, S. S. Renner, Oecologia 189, 549–561

(2019).
17. M. J. Paul, C. H. Foyer, J. Exp. Bot. 52, 1383–1400 (2001).
18. A. Miller, C. Schlagnhaufer, M. Spalding, S. Rodermel,

Photosynth. Res. 63, 1–8 (2000).
19. Y. H. Fu et al., Tree Physiol. 39, 1277–1284 (2019).
20. M. R. Guitman, P. A. Arnozis, A. J. Barneix, Physiol. Plant. 82,

278–284 (1991).
21. R. Kumar, E. Bishop, W. C. Bridges, N. Tharayil, R. S. Sekhon,

Plant Cell Environ. 42, 2597–2611 (2019).
22. P. B. Reich, M. B. Walters, D. S. Ellsworth, Ecol. Monogr. 62,

365–392 (1992).
23. W. Buermann et al., Nature 562, 110–114 (2018).
24. J. U. Jepsen et al., Glob. Change Biol. 17, 2071–2083

(2011).
25. B. Templ et al., Int. J. Biometeorol. 62, 1109–1113

(2018).
26. Materials and methods are available as supplementary

materials.
27. S. Sitch et al., Glob. Change Biol. 9, 161–185 (2003).
28. W. M. Jolly, R. Nemani, S. W. Running, Glob. Change Biol. 11,

619–632 (2005).
29. M. Meinshausen et al., Geosci. Model Dev. 10, 2057–2116

(2017).
30. Y. Xie, X. Wang, A. M. Wilson, J. A. Silander Jr., Agric. For.

Meteorol. 250–251, 127–137 (2018).
31. G. Liu, X. Chen, Q. Zhang, W. Lang, N. Delpierre, Glob. Change

Biol. 24, 3537–3545 (2018).
32. B. Smith et al., Biogeosciences 11, 2027–2054 (2014).
33. M. T. Sykes, I. C. Prentice, W. Cramer, J. Biogeogr. 23,

203–233 (1996).
34. J. Mao et al., Nat. Clim. Chang. 6, 959–963 (2016).
35. A. Fangmeier, B. Chrost, P. Högy, K. Krupinska, Environ. Exp.

Bot. 44, 151–164 (2000).

36. S. C. Wong, Photosynth. Res. 23, 171–180 (1990).
37. C. Körner, Plant Cell Environ. 18, 1101–1110 (1995).
38. C. M. Zohner, A. Rockinger, S. S. Renner, New Phytol. 221,

789–795 (2019).
39. A. P. Walker et al., New Phytol. nph.16866 (2020).
40. P. O. Lim, H. J. Kim, H. G. Nam, Annu. Rev. Plant Biol. 58,

115–136 (2007).
41. N. Sade, M. Del Mar Rubio-Wilhelmi, K. Umnajkitikorn,

E. Blumwald, J. Exp. Bot. 69, 845–853 (2018).
42. H. R. Woo, H. J. Kim, P. O. Lim, H. G. Nam, Annu. Rev.

Plant Biol. 70, 347–376 (2019).
43. B. D. Hesse, M. Goisser, H. Hartmann, T. E. E. Grams,

Tree Physiol. 39, 192–200 (2019).
44. C. Terrer et al., Nat. Clim. Chang. 9, 684–689

(2019).
45. G. Taylor et al., Glob. Change Biol. 14, 264–275

(2008).
46. zanid90/AutumnPhenology: Autumn Phenology repository,

Zenodo (2020).

ACKNOWLEDGMENTS

We are grateful to DOB Ecology for support and to L. Bernegger,
J. Maschler, A. Rockinger, H. Schmitt, V. Sebald, M. Wenn,
and W. Zohner for help with the experiments. L.M. was
supported by the China Scholarship Council. Funding: DOB
Ecology. Author contributions: C.M.Z. conceived and
developed the study and conducted the experiments. D.Z.,
C.M.Z., and L.M. performed the analyses. C.M.Z. and D.Z.
wrote the manuscript. T.W.C. and S.S.R. gave input to the
manuscript. Competing interests: The authors declare
that there are no competing interests. Data and materials
availability: All source code, processed covariates, and
models are available at Zenodo (46). The observational data
used for this study are freely available at www.PEP725.eu.
The experimental data are available as supplementary data
files S1 and S2.

SUPPLEMENTARY MATERIALS

science.sciencemag.org/content/370/6520/1066/suppl/DC1
Materials and Methods
Figs. S1 to S9
Tables S1 to S5
References (47–72)
Data Files S1 and S2
MDAR Reproducibility Checklist

View/request a protocol for this paper from Bio-protocol.

25 July 2020; accepted 6 October 2020
10.1126/science.abd8911

Zani et al., Science 370, 1066–1071 (2020) 27 November 2020 6 of 6

RESEARCH | RESEARCH ARTICLE



REPORT
◥

CHEMICAL PHYSICS

Capturing roaming molecular fragments in real time
Tomoyuki Endo1,2, Simon P. Neville3, Vincent Wanie1*, Samuel Beaulieu1†, Chen Qu4,
Jude Deschamps1‡, Philippe Lassonde1, Bruno E. Schmidt5, Hikaru Fujise6, Mizuho Fushitani6,
Akiyoshi Hishikawa6,7, Paul L. Houston8,9, Joel M. Bowman10, Michael S. Schuurman3,11,
François Légaré1§, Heide Ibrahim1§

Since the discovery of roaming as an alternative molecular dissociation pathway in formaldehyde
(H2CO), it has been indirectly observed in numerous molecules. The phenomenon describes a frustrated
dissociation with fragments roaming at relatively large interatomic distances rather than following
conventional transition-state dissociation; incipient radicals from the parent molecule self-react to form
molecular products. Roaming has been identified spectroscopically through static product channel–
resolved measurements, but not in real-time observations of the roaming fragment itself. Using time-
resolved Coulomb explosion imaging (CEI), we directly imaged individual “roamers” on ultrafast time
scales in the prototypical formaldehyde dissociation reaction. Using high-level first-principles simulations
of all critical experimental steps, distinctive roaming signatures were identified. These were rendered
observable by extracting rare stochastic events out of an overwhelming background using the highly
sensitive CEI method.

A
lthough fragments within a highly ex-
cited dissociating molecule generally
move along minimum energy paths,
they sometimes take a little extra “walk”
(1, 2). Traditionally, two possible path-

ways for dissociation of a molecule are con-
sidered: Dissociation to closed-shell products
commonly has to overcome a large barrier,
which corresponds to a tight transition state
originating from electronic rearrangements.
By contrast, bond-breaking dissociation to
radicals is commonly electronically barrier-
less. The third channel, roaming, first discovered
in formaldehyde (H2CO), was observed experi-
mentally and explained in theory 16 years ago
(3). In addition to the production of H2 + CO

through the tight transition state (molecular
dissociation channel) and H + HCO (radical
dissociation channel), there is a roaming chan-
nel involving trajectories of H and HCO with
pathways that are far removed from the con-
ventional ones and ultimately lead to the ab-
straction of H2. After the first detection of
roaming in H2CO, the phenomenon has been
observed to occur in a broad variety of mo-
lecular systems and with different roaming
fragments (2, 4–6).
Roaming has been widely reported to be

almost ubiquitous (2, 6). Nevertheless, it main-
tains its elusive character because one cannot
easily describe it in terms of chemical reactivity
nor directly observe it in experiments. The
currentwork helps to solve these experimental
challenges.
So far, the outcomes of roaming processes

can be observed using high-resolution spectro-
scopic determination of the photoproducts,
which is the basis for almost all experimental
roaming studies (2–4, 7, 8). In the example of
H2CO, this is evident in a characteristic com-
bination of hot H2 vibrational– and cold CO
rotational–level populations (3, 8, 9), which is
not present in the conventional dissociation
channels.
There have been a few time-resolved experi-

ments, but none involved the direct observa-
tion of roamers, the roaming fragments, in
real time. Rather, previous work has focused
on the time-resolved measurement of the out-
come of processes involving roaming (10–13)
or on its identification using photoelectron
spectroscopy (14). For example, Ekanayake et al.
(11, 12) succeeded in observing the formation
of H3

+ upon strong-field double ionization in
a series of alcohols whose creation can involve

roaming of the neutral H2. However, the roamer
H2 itself is invisible to those detection methods.
To the best of our knowledge, no time-

resolvedmeasurement has been accomplished
to date for the prototypemolecule H2CO (15),
on which by far most of the theoretical studies
were performed (2). One reason is that in gen-
eral roaming cannot be induced in a coherent
manner (i.e., localized in time). In the case of
H2CO, roaming occurs on the vibrationally hot
electronic ground state, which is fairly long-
lived and not known to dissociate promptly.
As verified by trajectory calculations (9), both
the onset and duration of roaming are of a
strongly stochastic character. Even though
roaming itself is ultrafast, the overall time
scales involved (excitation, relaxation, roam-
ing, and dissociation) span hundreds of femto-
seconds to tens of nanoseconds. Covering such
a time span and thereby isolating rare roam-
ing events is a severe challenge for any ultra-
fast time-resolved experiment and requires
support from numerical simulations.
How can these dynamics be observed experi-

mentally? Because the involved time scales ex-
tend over several orders of magnitude and
exceed by far the probe-pulse duration, they
cannot be sampled in the sameway as, e.g., the
well-structured coherent vibrational wave-
packet motion of a diatomic molecule (16)
that separates well from any time-independent
background. The challenge is to separate a
weak structureless signal from a strong struc-
tureless background when both evolve with
time. A sensitive probe is required to catch each
molecule of the ensemble along its individual
progress during the roaming reaction. Contri-
butions from the small number of roamers are
strongly superimposed by molecules following
the molecular (conventional saddle-point) or
radical dissociation pathways.
To enhance hidden coherent dynamics and

to suppress a dominating incoherent back-
ground, one canuse coherent control techniques
(17). However, detecting rare quasi-statistical
events such as roaming hidden in an over-
whelming background requires the elimination
of the background, which can be accomplished
by using, e.g., a reconstruction process (18).
In our approach, we take advantage of Cou-
lomb explosion imaging (CEI) being a quasi-
background-free technique, similar to the
recently discussed cold-target recoil-ion-
momentum spectroscopy of NO2 (19).
Here, we extend conventional femtochem-

istry based on coherent ensemble motions to
track an ultrafast statistical process occurring
in an ensemble of isolatedmolecules: roaming
dynamics in deuterated formaldehyde (D2CO)
based on the direct and real-time observa-
tion of roamers. We present a comprehensive
picture of the ultrafast dynamics triggered in
neutral D2CO molecules upon femtosecond
ultraviolet (UV) photoexcitation, including the
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reaction competition between the roaming
and the dominant D2 + CO (molecular) and
D + DCO (radical) dissociation channels.
Because the detection method that we used

catches transient features rather than the
product outcome, we found that roaming not
only led to the well-knownD2 + COmolecular
roaming products, but also sometimes pre-
ceded dissociation to radical products (D +
DCO). This alternative pathway to dissociation
products is shown in fig. S7 and discussed in
section 2.4 of the supplementary materials.
Such roaming was also captured by the ex-
periment, so that we generalized the defini-
tion of roaming as motion over an extended
period of timewhereD andDCOare separated
from each other and where the potential is
high and the local kinetic energy is low.
The experimental scheme for single-photon

excitation with a UV pulse is depicted in Fig. 1
and detailed in section 1.1 of the supplemen-
tary materials. Energy was mostly deposited
into two vibrational modes on the excited
electronic stateÃ, which couple to the ground
electronic state ~X and initiate an ultrafast pop-
ulation transfer (wavy arrows at t1), as discussed
later and in section 2.1 of the supplementary
materials. The observation of dissociation
through triplet electronic states and through
multiphoton excitation pathways was excluded
(see sections 2.1.5 and 4 of the supplementary
materials). Once the population has reached
the vibrationally hot ground state, it can follow
the three different paths described above: di-
rect dissociation to D, direct dissociation to D2,
or roaming.
At the termination of the roaming path, the

D that roamed returns close to its equilib-
rium distance with respect to the DCO but at
a different azimuthal angle than the original
position (8). From there, it does one of the
following: (i) dissociates to give radical products
(D + DCO), (ii) returns to the D2CO configura-
tion to react later, or (iii) returns to the reactive
end of DCO, where abstraction to form D2 oc-
curs. The experiment detected all three of these
as roaming regardless of subsequent processes.
All of the indicated time steps describe a

statistical process for which chronological order
remains, but for which the duration of each step
behaves stochastically. The photoexcited ensem-
ble was ionized by a time-delayed probe pulse
into the dicationic and tricationic electronic
state manifolds. The experiment could neither
tell where a specific “trajectory” was coming
from nor where it was going, contrary to the
simulations. Rather, the probe step provided a
snapshot of the current molecular configura-
tions. The resulting charged fragments were
assigned to different breakup channels, as de-
scribed in the supplementary materials. Figure 1
exemplifies the three-body breakup into D+,
D+, and CO+. In the following, we link the dis-
cussed reaction channels to specific kinetic

energy release (KER) regions that are shifted
in absolute energy for the rough and the high-
level theory and for the experiment (for an
overview, see table S5).
We first examined the time-resolved total

KER spectra of the correlated D+, D+, and CO+

fragments (Fig. 2A). The low-energy side
(<12 eV) exhibited a time evolution that oc-
curred on the hundreds of femtoseconds time

scale. Such ultrafast onset was surprising
given the conventional assumption that the
population transfer from the Ã to the ~X state
occurs on a time scale of picoseconds to
nanoseconds (20, 21), not including the ad-
ditional actual roaming and dissociation times.
Unfortunately, we could not directly assign the
reaction channels linked to this observation.
We could however roughly approximate the
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Fig. 1. Scheme of roaming dynam-
ics in D2CO visualized for two
coordinate systems. The orange
axis shows relevant vibrational
modes: A pump pulse (purple arrow,
304 nm) excites the Ã state at
time t0 to the purple energy level.
Because of vibronic coupling of the
out-of-plane bending (pyramidiza-
tion) and the C–O stretching mode
with hot vibrational states of the
ground state, a nonradiative popu-
lation transfer is initiated at t1. Once
on ~X, three reaction types can occur:
D2 + CO molecular dissociation,
D + DCO radical dissociation, and
roaming, each following its own
reaction potential that is not explic-
itly shown here. Corresponding
exemplary molecular structures for
three subsequent times are given
along the roaming reaction
coordinate (green curved line). Excited molecules experience D2 vibrations (t2), which lead to one deuteron
roaming around the remaining DCO fragment at large interatomic distances (t3). Eventually, the roamer D
abstracts the bound deuteron and together they leave the CO fragment, which leads to D2 formation and
abstraction (t4). Note that t1 to t4 do not correspond to specific absolute times but rather indicate the order
of these steps within a statistical process. A strong NIR pulse (800 nm, ~8 fs duration, black arrow) probes
the molecular structure at variable time delays (tpr).
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Fig. 2. KER spectra. (A) Time-resolved experimental KER spectra from the three-body breakup (D+, D+,
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1.5 ps) and MD simulations (black, time-integrated for 0 to 2 ps) in logarithm scale. The inset shows the
simulated KER spectra in the 5 to 17 eV range in linear scale. The errors of the simulated spectra are
comparable to the line width.
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relative KER expected for the molecular frag-
ments (D+, D+, CO+) arising from different
channels based on pure-Coulomb potentials
and classical mechanics (colored sticks). Frag-
ments from a chemically bound structure (e.g.,

in equilibriumgeometric configuration) resulted
in higher KER than fragments undergoing
roaming or even radical dissociation involv-
ing large interatomic distances at the moment
of explosion. On the basis of this estimation,

we formulated the working hypothesis that
the sought-after roaming dynamics could be
extracted within this low-energy KER region.
For a more accurate analysis, we used high-

level simulations to interpret the experimen-
tal results, as detailed in the supplementary
materials, including (i) modeling the time
scale for nonradiative decay from Ã to ~X
(section 2.1), (ii) evolution on the vibration-
ally hot ground state with molecular dynam-
ics (MD) trajectory simulations (section 2.2),
and (iii) subsequent probing with an ionizing
laser pulse that results in prompt “explosion”
of the triply charged ion (section 2.3). Briefly,
in step (ii), the motion on the hot ground
state was simulated using established quasi-
classical trajectory calculations on D2CO in a
manner similar to previous studies of H2CO
(22–24) but using a recent ab initio potential
energy surface (PES) (25) that has been shown
to produce excellent agreement with experi-
mental results (9). Step (iii) simulated the ex-
perimental probe step by projecting geometries
for trajectory outcomes onto the triply charged
state. Although the subsequent separation of
the ions was principally controlled by the Cou-
lomb repulsion, it was not sufficiently precise
to assume a purely repulsive triply charged
state (Fig. 2A). We have therefore calculated
a realistic D2CO

3+ PES representative of the
present Coulomb explosion imaging experi-
ment using the CASSCF(7,7) method with
GAMESS package and fitted it adopting both
energies and gradients using permutational
invariant polynomials.
The KER distribution obtained from theory

steps (ii) and (iii) was comparedwith the time-
integrated experimental observation ranging
from 0 to 1.5 ps in Fig. 2B. The shape of the
time-integrated theory spectrum ranging from
0 to 2 ps (solid black line) was consistent with
experimental results (green line), showing the
main peak below 20 eV, a small peak at a lower
KER region, and a plateau between these peaks.
Deviations of 2 to 4 eV in absolute energy were
attributed to the finite duration of the probe
pulse and bond-softening effects (26, 27), as
discussed in section 3 of the supplementary
materials. This overall theory spectrum was
decomposed into contributions from roaming,
dissociation to D2, dissociation to D, and the
equilibrium geometry, applying the trajectory
assignment discussed in the following. As the
KER of different photodissociation pathways
overlapped, additional means were required
to separate their individual contributions. From
geometric considerations, we assumed that the
angles between deuteron momentum vectors
should exhibit a broad distribution for the case
of radical dissociation, where one deuteron en-
circles the remaining DCO. By contrast, one
would expect a confined angular distribution
close to 180° for the case of molecular disso-
ciation because the D2 fragmentwould explode
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Fig. 3. Trajectory simulations. Shown are trajectory simulations for 37370 cm–1 corresponding to 304-nm
photon energy (time integrated for 0 to 2 ps, 1500 trajectories). The left column contains the real-space
representation before Coulomb explosion and maps the position of the free deuteron with respect to
the other fragments. Typical geometries for each pathway are represented on relative scale. The CO
fragment is fixed at the x = 0 | y = 0 coordinate, and its nearby deuteron is confined to the x-axis. In the
right column, the calculated corresponding KER versus deuteron momentum-vector angle distribution
is given. (A) Sum of all trajectories without any gate applied. (B) Only roaming results, according
to the gate definition in section 2.4 of the supplementary materials. (C) Dissociation to D2.
(D) Channel of the radical dissociation, with one D atom being close to the CO, the other one
being far away. (E) Equilibrium geometry with R1, R2 < 2.8 Å. Deuteron positions and simulation
results using pure-Coulomb potentials are shown as the yellow stars [e.g., in the right panel of (B) at
19 eV and 108°]. The energy offset between theoretical and experimental values is discussed in
section 3 of the supplementary materials.

RESEARCH | REPORT



almost like a free diatomic molecule. The an-
gular distribution of the roaming channel was
assumed to be in between these two because
both deuterons are separated, but the repulsive
force on the triply charged state betweenD and
DCO is stronger than for radical dissocia-
tion. This was kept in mind for the following
analysis.
In search for an experimental observable to

separate different reaction channels, we ana-
lyzed how the related simulated trajectories
of (ii) behaved in real space (Fig. 3, left). A
geometric representation of all trajectories,
regardless of their paths, is given in Fig. 3A
in a time-integratedmanner up to pump-probe
delays of 2 ps. For comparison, diagrams of
typical molecular structures are given in the
left column and relate to the classically calcu-
lated sticks in Figs. 2A and 4B, as well as to
the yellow stars in Fig. 3.

Following the criteria discussed for H2CO
(28), the characteristics of each path were
identified as specific distances and angles
between themolecular fragments (see section
2.2 of the supplementary materials). On the
basis of this assignment, gates to isolate roam-
ing and dissociation in D2CO were created,
which do not focus on the outcome of the
propagation, as do previous methods, but are
sensitive to transient features. Details are
given in section 2.4 of the supplementary ma-
terials. These gates are defined based on
the statistical characteristics of each channel
from the set of in total 1500 trajectories. Be-
cause roaming (Fig. 3B) can be understood as
a hindered dissociation, the deuteron never
fully detaches from the DCO—it even returns
to it. Such definition is not restricted to tra-
jectories that have completed roaming as, e.g.,
in (3) and (28), but can extract the actual

transient roaming behavior of all trajectories
whether they complete the roaming path or
end up in a conventional dissociation chan-
nel. Such information is only accessible in a
time-resolved experiment. By contrast, disso-
ciation to produce D2 was confined to a rec-
tangular region because both deuterons stayed
close together and departed from the central
CO fragment in Fig. 3C. The radical dissocia-
tion contained a fully departing deuteron that
manifested itself in an extended semicircle
(Fig. 3D). The residual of Fig. 3E corresponds
to the equilibrium geometry, leading to the
highest KER distribution peak around 16 eV.
To predict an experimental observable, these

calculated geometries were projected onto and
propagated on the present D2CO

3+ PES. The
simulated KER versus deuteron momentum-
angle distributions of the (D+, D+, CO+) channel
are shown in the right column of Fig. 3. Apply-
ing the gates discussed above to simulate the
experimental observable provides a tool to iden-
tify the contributionof eachpath. For roaming, a
center region from 11 to 15 eV extending over a
limited range of angles around 115° was iden-
tified (Fig. 3B). The molecular dissociation in
Fig. 3C showed up at localized angles over a
broad energy range because of the different
bond lengths in D2 involved. By contrast, the
radical dissociation was discernible as a sharp
stripe in the energy region from 6 to 10 eV and
spread over all angles (Fig. 3D). The equilibrium
distribution is shown in Fig. 3E.
Even though the KER versus angle distri-

butions after gating overlapped in certain re-
gions, wewere able to identify for each pathway
an area in the angle-KER plane of clear domi-
nance, as detailed in section 2.4 of the supple-
mentarymaterials. The KER (Fig. 2B) and angle
(Fig. 4B) projections revealed, e.g., that roaming
was clearly dominant from 10 to 13 eV and from
80° to 115°.
We prepared the experimental data accord-

ingly to separate the sought-after roaming dy-
namics from the other dissociation pathways
in Fig. 4A. In the KER region <12 eV, the onset
of dynamics occurred already before 100 fs,
followed by a constant increase up to ~1.5 ps.
The corresponding angle-integrated data for
selected energy regions (Fig. 4B) and for ad-
ditional time delays and excitationwavelengths
are presented in the supplementary mate-
rials. Building on previously discussed theory
results, the four different regions were identi-
fied, as outlined in the upper left plot: roaming
(red), dissociation to D2 (molecular dissocia-
tion, blue), dissociation to D (radical dissocia-
tion, purple), and the equilibrium contribution
(orange). Because of the energy offset between
theory and experiment discussed previously,
the four regions appeared at lower energies
compared with theory. The initial distribu-
tion at equilibrium (orange), where most of
the counts remained during the time of the
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experiment, was centered at 20 eV and de-
pleted with time. By far most of the radical
dissociation (purple) covered kinetic ener-
gies between 0 and 5 eV and extended over a
broad angle area between deuteronmomenta.
At kinetic energies between 5 and 12 eV, it was
possible to discern two separated angular dis-
tributions in the experiment that we attributed
to roaming (<130°) and molecular dissocia-
tion (>130°). The angular distribution of the
roaming channel (red) was centered around
120°; the weak contribution of molecular disso-
ciation (blue) was centered around 150° and,
as expected, was localized. Thus, even though
both roaming and dissociation toD2 shared the
same KER region of 5 to 12 eV, we were able to
clearly separate them in their distributions of
deuteron angular momentum. This fact allowed
us to identify for each reaction path an area of
dominant detection probability.
The branching ratios from trajectory simu-

lations on the vibrationally hot ground state
predicted 9% roaming, 57% radical dissociation,
and 34% molecular dissociation for excitation
at 304 nm. However, as discussed in section 2.4
of the supplementary materials, this result did
not reproduce the actual experimental situation.
Because of the effect of enhanced ionization
(27), the experiment favored the observation
of roaming over dissociation.
To derive the branching ratios of the dif-

ferent pathways in our experiment, we decom-
posed the time-integrated angular distributions
of the two KER regions of interest (red and
purple solid lines in Fig. 4B) into the effective
contributions of each trajectory estimated by
the time-resolved fitting (see section 5.1 of the
supplementary materials). The sum of individ-
ual weights well reproduced the experimental
distribution.
After the previous analysis, we expected al-

most exclusively contributions from the radical
dissociation channel in the lower KER range.
In both theory and experiment, we observed
that these counts were broadly spread over all
momentum vector angles (dashed and solid
purple lines in the lower panel of Fig. 4B). In
the higher KER range (red solid line in the
upper panel), we identified substantial con-
tributions from roaming and radical dissoci-
ation, as well as weak molecular dissociation
contributions. From the MD simulations, we
concluded a clear domination of roaming, es-
pecially in the angular region around 120°.
From this fit, we concluded that in the KER

region of 5 to 12 eV, 70% of all counts origi-
nated from roaming and 29% from dissocia-
tion to D. Only 1% resulted from dissociation
toD2, which coincidedwell with the ratio from
themolecular two-body breakup channel com-
pared with the D + DCO channel presented
in section 5.2 of the supplementary materials
and related to the chosen pump energy, as pre-
dicted by theory (28, 29). We thus observed evi-

dence that the experimental signal located in the
angle-selected red ellipse of Fig. 4A arose pre-
dominantly from the transient roaming signal.
A degree of overlap between roaming and

the radical dissociation channel cannot be ruled
out because of the nature of involved PESs.
Because the molecule itself does not seem to
“know” whether it proceeds toward roaming
or dissociation in this range, the experiment
was not able to distinguish this at this point
either. However, the detection method applied
here, together with the theory used, provided a
means to identify the leading contribution of
roaming in the selected area.
From trajectory simulations, it is known that

roaming dynamics can take different forms in
terms of when the proton starts to move, how
many times it encircles the remaining HCO
fragment, and when it finally abstracts the
second H atom (28). In the experiment with
304-nm excitation, these individual paths merged
to a distribution with an ensemble average
value. A signal rise time of 306 T 39 fs for the
roaming channel and 385T9 fs for the radical
dissociation channel was deduced from Fig.
4C and fig. S16.
This rise time represented a superposition

of the population transfer time from Ã to ~X ,
any transient dissociation time, as well as the
actual roaming time. The roaming signal ap-
peared already at a time delay of 100 fs and
constantly increased up to 1.5 ps, being per-
sistent up to several nanoseconds. This time
dependence is within the times identified in
trajectory simulations for H2CO: 78 fs for
roaming and 1.7 ps for dissociation once the
population had reached the vibrationally ex-
cited ~X state.
The previously mentioned ultrafast popu-

lation transfer from the Ã state to high-lying
vibrational states of ~X occurred through ra-
diationless vibronic coupling, as discussed in
section 2.1 of the supplementary materials,
and is calculated to correspond to ≈3% of the
Ã-state population within the first picosecond
after excitation. This degree of population
transfer was adequate to obtain sufficient
counts in a quasi-background-free technique
such as CEI that is capable of separating such
dynamics from an otherwise overwhelming
background stemming from conventional re-
action pathways such as dissociation. Our
ultrafast detectionmethodwith single-molecule
sensitivity allowed us to observe the onset of
dynamics orders of magnitude faster than pre-
viously assumed. This is the core prerequisite
for the roamingmeasurements reported herein.
In conclusion, we have directly observed

transient roaming reactions in real time that
involved both completed and uncompleted
roaming paths, based on a generalized defini-
tion of roaming. The onset of roaming in D2CO
occurred several orders of magnitude earlier
than expected because the onset of the Ã→ ~X

transition in these experiments occurred on
the hundreds of femtoseconds rather than the
nanoseconds time scale as commonly assumed.
This observation was possible because an es-
sentially background-free detection was able
to successfully isolate the selected channels.
The present results open a new perspective for
detecting weak statistic dynamics hidden in an
overwhelming background and could be ex-
tended to a vast variety of molecular systems.
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TOPOLOGICAL SYSTEMS

Exceptional nexus with a hybrid topological invariant
Weiyuan Tang1, Xue Jiang2,1, Kun Ding3,4*, Yi-Xin Xiao4,5, Zhao-Qing Zhang4,
C. T. Chan4, Guancong Ma1*

Branch-point singularities known as exceptional points (EPs), which carry a nonzero topological charge,
can emerge in non-Hermitian systems. We demonstrate with both theory and acoustic experiments
an “exceptional nexus” (EX), which is not only a higher-order EP but also the cusp singularity of multiple
exceptional arcs (EAs). Because the parameter space is segmented by the EAs, the EX possesses a
hybrid topological invariant (HTI), which consists of distinct winding numbers associated with Berry
phases accumulated by cyclic paths on different complex planes. The HTI is experimentally characterized
by measuring the critical behaviors of the wave functions. Our findings constitute a major advance
in the fundamental understanding of non-Hermitian systems and their topology, possibly opening
new avenues for applications.

R
ealistic physical systems are predomi-
nantly described by physical laws that
are continuous and differentiable. The
occasional occurrence of singularities
usually entails exotic physics. In many

cases, a singularity can be characterized by a
topological invariant. For example,Weyl points
are singularities of Berry potential, and two
Weyl points of opposite charges are connected
by a spectral excitation known as a Fermi arc
(1). Also, “nexus fermions” have recently been
found as high-degeneracy points that typ-
ically emerge as kissing points of nodal lines
(2, 3). The recent advance of non-Hermitian
physics (4–6) is underlain by a type of singu-
larity called an exceptional point (EP) (7, 8).
Mode switching can occur when an EP is en-
circled (9), resulting in the possibility of frac-
tional topological charge. The discovery of EP
structures such as EP rings (10, 11) and EP
surfaces (12, 13) has further enriched the po-
tential topological classes in non-Hermitian
systems. It was also found that order-2 EPs
(EP2s) can possess a 1/2 topological charge of
opposite sign, leading to the unexpected bulk
Fermi arcs (14).
These findings show that topological notions

can lead to more profound understandings of
non-Hermitian systems (15–19). However, thus
far all the examples are EP2s that only involve
two coalescing states. Lately, the realization of
an order-3 EP (EP3) in photonics has brought
new possibilities for fascinating applications
(20).Here,we studya three-statenon-Hermitian
system and demonstrate with both theory and
experiments the topological properties of an

exceptional nexus (EX). Besides being an EP3
(20), the EX is a cusp singularity at the in-
tersection of multiple exceptional arcs (EAs)
consisting entirely of EP2s. The EX entails
exotic geometry in its vicinity, which mani-
fests as different winding numbers associ-
ated with distinct Berry phases obtained in
different complex planes. We characterize
the multiplicity of winding numbers by a hy-
brid topological invariant (HTI), which is a
topological notation that links to the be-
haviors of eigenvectors, making it different
from “discriminant numbers” that associate
with eigenvalues (21). Using acoustic experi-
ments, we not only observed the EAs and the
EX but also confirmed the HTI by leverag-
ing the relation betweenHTI and eigenvector
phase rigidity.

We begin by considering a three-level non-
Hermitian Hamiltonian

H ¼ ðw0 � ig0ÞI

þ k

ffiffiffi
2

p
ið1þ LÞ �1 0
�1 iX �1
0 �1 � ffiffiffi

2
p

ið1þ LÞ

0
@

1
A
ð1Þ

where w0 is the onsite eigenfrequency, –ig0
represents intrinsic onsite loss (g0 > 0), I is
an identity matrix, and k is the magnitude of
the hopping among the three states. The
Hamiltonian depends on two complex param-
eters:X = df + idA,L = dg + idB, where dB, dg, dA,
df ∈ ℝ. Specifically, dB and dA are the detuning
in the respective sites, and dg and df are loss or
gain. The non-Hermiticity coming from loss
and gain is normalized by the parameter k
so that the parameters X and L can become
dimensionless for the sake of simplicity.
Equation 1 has two EP3s at (X,L) = (0, 0) and
(0, –2), at which all three states coalesce. Be-
cause the system has mirror symmetry about
L = –1, we focus only on the EP3 at (0, 0),
marked by a red star in Fig. 1, A and B.
An EP3 is the coalescence of two or more

EP2s. The parameter space defined byX andL
here provides sufficient degrees of freedom to
realize EP2 structures. In Fig. 1, A and B, we
can identify several trajectories of EP2s, which
we call EAs. To understand their origins, we
begin from the red pair of EAs on the dAdg plane
(Fig. 1A, red plane). Their existence is protected
by parity-time symmetry, which holds on the
dAdg plane. The red EAs can be viewed on the
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eigenvalue Riemann surfaces (ERSs) in Fig. 1C,
which reveals how they emerge. For example,
negative dA reduces the eigenfrequency of the
middle state, bringing it closer to the lower
state, so that the two states coalesce at a spe-
cific dg ∈ (–1, 0) and produce an EP2, whose
position is continuously tunable by the vari-
ation of (dA, dg), leading to the formation of a
continuous and smooth arc. Another EA at a
positive-valued dA must exist, because the sign
change of dA indicates the coalescence of the
upper and middle states. It follows that the
two EAs involving three different states must
converge at (dA, dg) = (0, 0) to form the EX;
that is, the EX is an EP3. Near the EX, the
EAs follow

d2A þ 4

3
dg

� �3

¼ 0 ð2Þ

which describes a semicubical parabola pro-
ducing a cusp at (dA, dg) = (0, 0). Also, the EAs
approach dA → ±∞ when the system becomes
Hermitian with dg → –1, which means that
they are open in the parameter space.
Although parity-time symmetry no longer

holds away from the dAdg plane, the emergence
of EAs in the (X, L) space is deterministic
without requiring any symmetry (22). Figure 1,
A and B, shows four additional pairs of EAs
(blue, green, and orange curves). Because these
EAs are determined by three parameters, we
can only observe their intersections with a
parameter plane. Two examples are shown
in Fig. 1, D and E, in which the EP2s are clearly
identified.
To observe the EAs and the EX, we realized

Eq. 1 using a coupled acoustic cavity system
(16). As shown in Fig. 2A, three identical cu-
boid cavities are connected by small tubes to
implement the tight-binding hopping because
the on-site acoustic mode resonates along the
z direction, and the waves decay exponential-
ly inside the tube. Here, we chose the sec-
ond longitudinal mode with eigenfrequency
w0 = 19,613 rad/s. The hopping was set at k =
49.9 rad/s by properly choosing the cross sec-
tion of the tubes (22). We tuned specific pa-
rameters and measured the pressure response
spectra at the central position of each cavity,
from which the eigenfrequencies can be re-
trieved using a Green’s function method. In
Fig. 2C, the real eigenfrequencies on the dAdg
plane are shown as functions of dA at several
different values of dg. EP2s can clearly be iden-
tified in the results (Fig. 1C). The EP2s from
the experiments are marked in Fig. 2B, which
falls on the EAs computed from our model.
The EX can be observed by the convergence
of two EP2s when dg ≈ 0, signifying the co-
alescence of all three states.
One pair of the blue EAs at dB, dg > 0 in

Fig. 1A was also observed (Fig. 2, D and E).

Likewise, one green and one orange EA in
Fig. 1B are shown in Fig. 2, F and G. Note
that the observation of these EAs requires
the tuning of three parameters; consequently,
the projection of the EAs on the dAdB plane is
shown in Fig. 2, D and F.
TheEAs impose intriguing geometry near the

EX. Although the eigenvalue anisotropy of the
EX has been experimentally confirmed (22),
more profound insights can be obtained by
considering its topological property embedded
in the wave functions. Note that a topological
charge cannot be computed by enclosing the
EX with a surface, because any enclosing sur-

face must encounter the EAs. Nonetheless,
cyclic variations within the X and L planes
can each produce an encircling path without
crossing any EAs. When encircled on the X
plane (Fig. 1B, green loop), all eigenstates are
recovered after three complete cycles, as seen
on the ERSs as shown in Fig. 3, A and B. We
used a parallel transport method (23) to drive
the three eigenvectors to evolve on the same
loop. The resultant eigenvectors picked up a
gauge-invariant quantized Berry phase of –2p
after three cycles (Fig. 3C), indicating a frac-
tional winding numberWX = –2/3. By contrast,
encircling on the L plane (Fig. 1A, cyan loop)
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led to an entirely different winding process.
The upper and lower states exchanged after
one cycle without traversing the middle state
and were fully restored upon two complete
cycles (Fig. 3, F and G). The corresponding
Berry phase is –2p after two cycles. Themiddle
state is restored in one cycle with a Berry phase
of –p.Hence, thewindingnumber isWL =–2/2=
–1. Consequently, the EX possesses a combi-
nation of two distinct winding numbers in the
two complex planes. We denote such a unique
property as an HTI.
Next,we experimentally verified the existence

of HTIs. Emerging through cyclic evolutions
of the eigenstates, an HTI is also tied to the
splitting of eigenfunctions near the EX (16, 24);
therefore, it can be characterized using phase
rigidity, defined as

jrj j ¼
����� h
~f
L
j j~fRj i

h~fRj j~fRj i

����� ð3Þ

where h~fLj j; j~fRj i are the normalized biorthog-
onal left and right eigenvectors, and the index
j = 1, 2, 3 labels the three eigenvectors. At the
EX (EP3), three eigenvectors are aligned so
that |rj| vanishes. Deviation from the EX along
a complex parameter results in the splitting
of the eigenvectors, which is revealed by the

phase rigidity’s critical exponent s. Conse-
quently, the EX’s winding numbers are em-
bedded within the phase rigidity, which can
be experimentally obtained by measuring
the acoustic field distribution in all three
cavities (22).
We experimentally obtained the phase rig-

idity of all three states by approaching the
EX along both L and X. For each complex
parameter, the EX was approached sepa-
rately along the real and imaginary axes of
the same parameter. The outcomes were four
sets of phase rigidities probed by approach-
ing from four directions. In Fig. 3, D, E, I, and
J, where the data are shown on a log-log scale,
linear dependence is seen for all states and all
four parameters. In Fig. 3, D and E, the slopes
for the dA and df directions are both 2/3,
indicating critical exponents of sX = 2/3,
which conform well to the winding number
|WX| = 2/3. In the dB and dg directions, the
values of |rj| follow a linear fit with a unity
slope (Fig. 3, I and J), implying a critical ex-
ponent of sL = 1, which agrees with |WL| = 1.
Also, these experimental results in Fig. 3 align
well with the two possible cases of phase ri-
gidities for an EP3 (25), which are s = (N – 1)/N
and s = (N – 1)/2, wherein N = 3 is the EP’s
order. The mirror symmetry about L = –1 im-

plies that an additional EX at (X, L) = (0, –2)
has an identical HTI. The system’s chirality
inverts when k changes sign, producing an-
other two EXs with an opposite HTI.
Our discovery of the HTI shows that a

higher-order EP can possess rich topological
properties beyond those found in Hermitian
systems. By traversing both L and X, even
more winding possibilities can emerge. How
to realize these new topological physics in mo-
mentum space and what phenomena they
can generate are intriguing questions. Mean-
while, leveraging these singular behaviors of
higher-order EPs may open new avenues for
applications.
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Fig. 3. HTI of the EX. (A to C) Encircling of the EX on the X plane (with L = 0)
shown on the real part of the ERSs. The path traverses all three states and
returns to the starting point after three full cycles [(A) and (B)], accumulating a
total Berry phase of Dq = –2p (C). (D and E) The measured phase rigidities
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three eigenvectors, with a critical exponent of 1 for both dB and dg. The data in (D),
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and (H) are manually colored according to the ERSs in (A) and (F), respectively.
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3D PRINTING

Critical instability at moving keyhole tip generates
porosity in laser melting
Cang Zhao1,2*, Niranjan D. Parab3†, Xuxiao Li4, Kamel Fezzaa3, Wenda Tan4,
Anthony D. Rollett5,6*, Tao Sun7*

Laser powder bed fusion is a dominant metal 3D printing technology. However, porosity defects remain a
challenge for fatigue-sensitive applications. Some porosity is associated with deep and narrow vapor
depressions called keyholes, which occur under high-power, low–scan speed laser melting conditions.
High-speed x-ray imaging enables operando observation of the detailed formation process of pores
in Ti-6Al-4V caused by a critical instability at the keyhole tip. We found that the boundary of the keyhole
porosity regime in power-velocity space is sharp and smooth, varying only slightly between the bare
plate and powder bed. The critical keyhole instability generates acoustic waves in the melt pool
that provide additional yet vital driving force for the pores near the keyhole tip to move away from
the keyhole and become trapped as defects.

L
aser powder bed fusion (LPBF), currently
themost extensively usedmetal additive
manufacturing process, is revolutioniz-
ing the manufacturing industry (1–3).
In a typical LPBF process, a high-power-

density laser is scanned across a thin powder
layer, under the guidance of a digital computer-
aided design and drafting (CADD) model, to
locally melt the metal powder and fuse it to
the previous layer. Despite LPBF’s unrivaled
capability for directly fabricating parts with
complex geometries, the associated porosity
remains its Achilles heel because it impairs the
performance—for example, corrosion resistance
and fatigue life—of the product (4). Intensive
research efforts have advanced the understand-
ing and control of the porosity (5). Of the various
mechanisms that cause porosity, the keyhole
mode of melting has recently attracted broad
attention because of its importance in laser
welding (6) and most especially in LPBF, as
revealed with high-speed synchrotron x-ray
imaging (7).
In keyhole-modemelting, the strong recoil

pressure from the rapid evaporation of metal
pushes the surrounding melt liquid down-
ward, creating a deep and narrow cavity called
a keyhole. Inside the keyhole, the laser beam
undergoes multiple reflections, which largely
enhances laser absorption and improves en-
ergy efficiency (7–10). However, under some

laser conditions, the keyhole walls constantly
fluctuate and collapse. This process is generally
attributed to the complex interplays among
the thermocapillary force, Marangoni convec-
tion, recoil pressure, and appearance of gas
plasma (11–13). Such keyhole instability gen-
erates pores, which become detrimental struc-
tural defects in the build if trapped by the
solidification front.
Power-velocity (P-V)mapping (14–16), which

directly relates product quality (density or
porosity) to the process parameters (some-
times with hatch spacing), is an effective but
heuristic tool for LPBF users. One of themiss-
ing pieces in the physical foundation of P-V
maps is whether the so-called “keyhole poros-
ity boundary,”which separates processing con-
ditions that produce nominally fully dense
parts from those with pores, is well defined
and reproducible.Moreover, in LPBF, the pres-
ence of powder has been linked to larger key-
hole fluctuations and greater pore formation
when comparedwith those of lasermelting of
bare plate (7). However, quantification of the
boundary and any powder-induced shift is
lacking. The relevant spatiotemporal scales of
keyhole pore formation require subnanosec-
ond temporal resolution, micrometer spatial
resolution, and megahertz frame rates. These
are precisely the domain of synchrotron x-ray
imaging, allowing us to investigate keyhole
pore formation.
Weused operando high-speed x-ray imaging

at a third-generation high-energy light source
(17–21) for the completion of thismissing piece
in the P-Vmap by quantitatively outlining the
keyhole porosity boundary, elucidating the
powder effect, and revealing the fundamental
origin of keyhole pores and their initial mo-
tions during the LPBF process. The sample
was a thin Ti-6Al-4V plate (~400 mm in thick-
ness) (fig. S1A) with, for certain experiments,
a layer of powder on top and sandwiched to-
gether between two glassy carbon plates. A

laser beamwith a Gaussian profile and in con-
tinuous wave mode scanned the sample along
a single straight line at various powers (P) and
speeds (V). Meanwhile, we recorded full-field
x-ray images at high spatial (2.0 to 3.0 mm/
pixel) and temporal (0.1 to 7500 ns) resolu-
tions at high frame rates (50 to 5000 kHz) (22).
The keyhole porosity boundary separating

the keyhole porosity regime from the stable
melting regime was unexpectedly smooth and
sharp, with or without the presence of powder
(Fig. 1A). Across the boundary toward higher
energy density, discernable pores were released
into the liquid from the keyhole bottom (Fig.
1B). The maximum pore size (among all ob-
served in any given experiment) trended up
with decreasing scan speed at a constant laser
power. A few cases deviated from this trend,
most likely because of variations in powder
bed thickness in different samples and from
the short timewindow available for x-ray imag-
ing relative to the pore-formation events. With
decreasing laser power, the keyhole porosity
boundary becomes increasingly sensitive to
scan speed, particularly in the presence of pow-
der, and appeared to asymptote to a threshold
in power.
Pore formation, regardless of laser power and

the presence or absence of powder, occurred
when the bottom tip of a letter “J”-shaped key-
hole was pinched off, released at high speed
toward the wake of the laser beam, and even-
tually trappedby the solidification front (Fig. 1B
and figs. S3, A, C, and D, and S4). This process
suggests a dominant mechanism for keyhole
pore formation around the boundary, in which
acoustic waves push the pinched-off pore(s)
away from the keyhole. Meanwhile, the “role
of powder” region, bounded by the two bound-
aries (with and without powder) (Fig. 1A), joins
two subregions. In the high-power-velocity
(high-PV) region, for a constant scan speed,
lower power was needed for a powder bed
sample to generate keyhole pores, whereas in
the low-power-velocity (low-PV) region, higher
power was needed. This interesting result im-
plies a secondary keyhole pore formation
mechanism (fig. S3, B and E). Near the low-PV
boundary, the large and rapid fluctuation of
a dramatically narrowed straight keyhole of
high aspect ratio induces small pores directly
beneath the laser beam, which resembles the
stationary laser melting situation when the
laser beam is turned off or shaded (17, 23).
This area in the P-V space also largely overlaps
with the transition zone we defined (7), in
which the keyhole is prone to fluctuate in the
depth direction. Compared with bare plate
samples, in which such pores tend to merge
quickly into the subsequent growing keyhole
and disappear, the larger keyhole fluctuations
in powder bed samples create sufficient wait-
ing time for the pores. These pores are nearly
stationary after pinching off the keyhole and
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suspended inside the melt pool (or potentially
accelerated by the local melt flow through
forces such as drag away from the keyhole)
(22) to be pinned by the advancing solid-
ification front.
The keyhole porosity boundary is closely re-

lated to the keyhole depth,d1 (and themelt pool
depth, dm) (fig. S2B). Typically, at a constant
laser power, keyhole pores form only when
the keyhole depth is larger than a threshold,
dc (fig. S6, A and G). This threshold increases,
statistically, with scan speed (Fig. 2A) and
laser power (Fig. 2B) in distinct power-law
forms, dc ~ V6 and dc ~ P, respectively. In gen-
eral, the relationships between the keyhole
depth (d1) away from the boundary and the
two processing parameters (P and V) are com-
plicated and highly coupled, d1 ~ (AP + B)/V
(A > 0 and B < 0 are constants) (figs. S5 to S7)
(22). The smooth and sharp keyhole porosity
boundary may imply that the condition for
keyhole pore formation is material-constant–
dependent or keyhole-geometry–dependent.
An examination of the keyhole depth thresh-
old (Fig. 2G) reveals a simple linear relation-
shipwith the energy density (E) in the high-PV
segment, dc ~ E, with the slope being the same
with or without powder (50 cm3/MJ) and the
differencebetween their vertical intercepts being
~100 mm (close to the powder bed thickness).
However, this linearity in the dc ~ E plot

does not hold for the data in the low-PV range.
An energy density threshold Ec ~ 3.7 MJ/m2

appears, below which no keyhole pores form.
This also implies the secondary mechanism
for the keyhole pore formation in this re-
gion, whichwe attributed to the keyhole depth
fluctuations.
The relative fluctuation R (the coefficient of

variation of keyhole depth) increased strongly
with decreasing scan speed and laser power
in the low-PV range of the keyhole porosity
boundary (Fig. 2, D and E). Especially in the
presence of powder, R > 1. This means that the
laser sometimes drills very deep, far beyond
the average and across the sustainable depth,
and leaves a pore at the keyhole bottom (movie
S7). Additionally, the powder-induced relative
fluctuation DRp (the difference between pres-
ence versus absence of powder) changed dra-
matically with the laser condition (Fig. 2E,
inset). This indicates that the powder motion
has substantial influence on the keyhole pore
generation. We speculate that powder parti-
cles occasionally enter the laser beam and
shade the keyholemomentarily from full direct
laser illumination before flying away (24). This
abruptly but temporarily lowers the local tem-
perature on the surface layer of the keyhole
walls and the recoil pressure on the liquid
below the surface layer and thereby promotes
the keyhole depth fluctuation. Our observa-
tions (Fig. 2, C and F) collectively confirm the
intrinsic connection between keyhole depth

and keyhole porosity and complements the
keyhole porosity boundary in the P-V space
(Fig. 1A).
During a laser scan, most of the incident

beam impinges on the front keyholewall (8, 9).
In the stable keyhole regime, the projection of

the front keyhole wall on the sample surface is
the effective laser spot D0. In previous studies,
D0 was constant across the P-V space, re-
gressed from the nearly linear d1 versus tanq
relationship, where q is the front keyhole
wall angle (6, 7). This, however, fails when the

Zhao et al., Science 370, 1080–1086 (2020) 27 November 2020 2 of 6

Fig. 1. Keyhole porosity boundary and role of powder in laser melting. (A) P-V space, which is
divided into a stable melting regime (light green shaded area, consisting of stable keyhole, transition, and
conduction regimes) and a keyhole porosity regime (light yellow area), indicated by open circles and a blue
short-dashed line for the case of bare plate and by open squares and a red long-dashed line for samples
with a ~105-mm powder layer on top. The extent to which adding powder increases the instability and widens
the porosity regime is indicated by the light purple shaded regions and a blue arrow identifying the role of
powder. In the keyhole porosity regime, the diameters of the blue and red half solid circles indicate the
measured maximum equivalent pore size for each specific P-V combination. The dashed lines are to guide the
eye. (B) Tableau of representative x-ray images at constant P = 382 W and varying scan speed across
the keyhole porosity boundary indicated by the orange dashed rectangle in (A). (Top) Powder bed samples.
(Bottom) Bare plate samples. The red and blue dashed framed images correspond to the respective
boundaries in scan speed, below which pores are trapped in the resolidified metal. The overall keyhole depth,
d1, and front keyhole wall angle, q, are labeled. All images were background corrected by the images
collected before laser melting. The laser spot size is ~100 mm.
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P-V combination crosses the keyhole porosity
boundary (Fig. 2H). As the laser scan speed
decreased, the projected length of the front
keyhole wall s (defined as d1/tanq, along the
laser scan direction) fluctuated at first around
D0 and then decreased with V. Two possible
reasons could explain this trend. The Gaussian

profile of the laser concentrates the intensity
at the center, and the edge of the beam at low
power does not provide sufficient energy to
vaporize themetal. The low scan speed tends
to increase the front keyhole wall angle (be-
yond a threshold called Brewster’s angle),
largely reducing the laser absorption of the

low-power Gaussian beam and further cutting
off the edge of the front keyhole wall (22).
The depth-to-length aspect ratio of a key-

hole appears to be a good indicator for the
keyhole pore formation (Fig. 1B) as well as
the maximum keyhole pore size (Fig. 1A).
Regardless of the broadening of the keyhole
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Fig. 2. Keyhole scaling and fluctuation on the porosity boundary. (A and
B) Keyhole depth, d1, as a function of (A) scan speed V and (B) laser power P.
(C) Keyhole depth in the P-V space. (D and E) Relative fluctuation of keyhole depth,
R = Dd1/d1, as a function of (D) scan speed and (E) laser power. (F) Relative
fluctuation of keyhole depth in the P-V space. (G) Keyhole depth as a function of
energy density E. (H) Front keyhole wall length, s, as a function of scan speed. The

length is defined as d1/tanq, where q is the front keyhole wall angle. The horizontal
dashed line indicates the effective laser spot size D0 in the stable keyhole regime.
(I) Keyhole depth as a function of tangent of front keyhole wall angle. The green
dashed line in (I) is linearly regressed through all data points. The circles with
blue lines are from bare plate samples, and the squares with red lines are powder
bed samples. The error bar of each datum point represents the standard deviation.
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by multiple reflections and Fresnel absorption
(fig. S7E), the tangent of front keyhole wall
angle is closely related to the aspect ratio (fig.
S7F). On the keyhole porosity boundary, the key-
hole depth threshold clearly follows a linear re-
lationship with tanq (Fig. 2I). Data from both
bare plate and powder bed samples fall on the
same line as dc = a(tanq – 1), wherea is ~83 mm,
which is evidently larger than the effective laser
spot D0 (~62 mm). We call a the keyhole pore
constant. Another characteristic of our plot
is that the horizontal intercept of the line is
around tanq = 1, which suggests that keyhole
pores are only generated when the keyhole
depth is larger than its length on the bound-
ary. The linearity in the relationship (Fig. 2, B
and I) is well maintained over the entire key-
hole porosity boundary, despite that themech-
anisms for generating a pore at high- and
low-PV segments could be different. This sug-
gests a deep connection between the domi-
nant and secondary mechanisms.
A dominant mechanism exists for pore for-

mation near the keyhole porosity boundary
in which instability forms pores and acoustic
waves drive them away from the keyhole tip,
regardless of laser power and the presence or
absence of powder. We used megahertz x-ray
imaging to measure the keyhole and pore evo-
lutions with high spatial and temporal resolu-
tions (Fig. 3A; figs. S8, S13, S17, and S19; and
movies S11 and S12). In general, four phases
of the process can be defined: (i) formation of
a mini-keyhole, (ii) formation of an instant
keyhole pore (P0), (iii) formation of a needle-
like keyhole bottom (NKB), and (iv) rapid pore
motion away from the keyhole and pinning.
The sequence of events leading to the for-

mation of a keyhole pore starts from a letter
“J”-shaped keyhole and amini-keyhole on top
of a protrusion on the front keyhole rim (Fig.
3A) (9, 25). The mini-keyhole creates a strong
recoil on the side surface of the protrusion,
driving it to swing down and impact on the
rim of the rear keyhole wall. During this pro-
cess, the keyhole wall underneath the protru-
sion, particularly the region close to the front
wall, receives much-reduced laser energy. This
results in a drop of the local recoil pressure, the
subsequent rapid liquid filling driven by the
surface tension (9, 26), and eventually, the im-
pact of the liquid on the side surface of the
rear wall. The collapse of this keyhole region
occurred at a horizontal speed of ~13 m/s (fig.
S9) (22), giving rise to a “newborn” keyhole, a
pore P0, and a high-speed microjet (fig. S10).
Pore P0 then undergoes an asymmetric col-

lapse (Fig. 3, B to D and F, and figs. S8 and
S10). In the first few microseconds after pore
P0 pinches off the keyhole, the original key-
hole tip is almost stationary. This phenom-
enon occurs because the high overheating on
the free side of the surface layer (approxi-
mately hundreds of kelvin above the boiling

point) and the limited thermal diffusion of
the heat toward the surrounding liquid (a few
micrometers in a few microseconds) maintain
the pressure balance through continuous va-
porization for a short period. By contrast, the
top-right edge of pore P0 moves very fast,
driven by the rapidly piercingmicrojet (Fig. 3D
and figs. S10 and S15C). When the microjet tip
Pjet impinges on the opposite wall of the pore,
the impact speed is ~16m/s, andwe estimated
the “water hammer” pressure (27, 28) to be
~140 MPa (22). This process results in rapid
pore collapse, splitting, and rebound (Fig. 3F,
fig. S11, and movie S11) and an acoustic wave
(29, 30). This impactmechanism is analogous
to the shock wave–pore interaction in liquids
by laser or ultrasound (29, 31).
Unlike the overall keyhole depth d1, themini-

and newborn keyhole depth d2 surprisingly
exhibited a repetitive pattern (Fig. 3E). The
process begins from a protrusion on the front
keyhole rim, grows to the overall keyhole depth,
and ends with the creation of a successor key-
hole. With the keyhole collapse time t1 being
the reference, the shifted keyhole depth had a
global drill rate of ~17 m/s before entering the
plateau stage (fig. S15A), which allowed us to
estimate the average temperature of the melt
at the keyhole bottom as 3900 K (22).
Despite this creation process, the keyhole

pore survives only under a certain set of con-
ditions. A protrusion structuremay exist at the
bottom of the front keyhole wall (for example,
Fig. 3A, time 8.28 ms, and fig. S14, 47.84 ms),
which caused the reduction of the recoil pres-
sure applied to the liquid beneath the keyhole
tip surface. This keyhole tip was reshaped
into a narrow NKB (for example, Fig. 3J, time
9.20 ms, and Fig. 3K, 48.76 ms) by the acoustic
wave induced by the pore rebound, with fa-
cilitation by the surface tension effect (Fig. 3H).
We found evidence of this from the directional
reshaping, mainly on the side facing the pore
(Fig. 3K), and from the nearly synchronized
response of the NKB to the pore. Because of
these two aforementioned effects, the new-
born keyhole depth d2 experiences a rapid
drop at t2 (Fig. 3E). The NKB emits another
strong acoustic wave (Fig. 3I), driving the pore
to migrate away, before which the pore is al-
most stationary (for example, Fig. 3J, pore P1).
A keyhole with a needle-shaped bottom is

unstable. So once the protrusion disappears
(Fig. 3J and fig. S12) or the laser drills through
(Fig. 3K and fig. S14), the keyhole can then
focus the laser intensity inside theNKB through
multiple reflections (fig. S15D) (22), creating
the conditions for rapid drilling and keyhole
expansion. An acoustic wave was generated
after the formation of the NKB, as shown by
the almost instantaneous and synchronized
responses of pores P1 and P2 (Fig. 3I andmovie
S11); the pore P1 was accelerated from nearly
stationary to ~10m/s in less than 1 ms and then

decelerated (fig. S16); and the initial deforma-
tion and even collapse of the pore was largely
on the side facing the NKB. We found traces
of microjet penetration, whereas the far side
was unperturbed (Fig. 3, J and K, and figs.
S11 and S14).
We speculate that the explosive behavior

of the NKB was due to phase explosion. This
defines an extremematerial behavior caused
by rapid heating; when the local temperature
approaches the critical point, a metastable liq-
uid decomposes instantly into amixture of gas
and fine droplets (32–34). In addition to the
strongly enhanced laser absorption on theNKB
walls, several observations support this idea
(Fig. 3, J and K, and figs. S12, S14, and S22).
(i) The keyhole bottom expansion starts rough-
ly from the inside of the NKB, for which we
found evidence from features around the cen-
ter of the expanded bottom. (ii) The expanding
keyhole walls were roughened and wrinkled,
which suggested an impact by the gas-droplet
mixture. (iii) The primary pore may collapse
first, before the expansion (not widening). The
explosion of the surface-layer liquid at the key-
hole bottom emits an acoustic wave directly
into the liquid below, which travels at the
sound speed (C). The wave amplitude was in-
dicated by the rapid pore collapse (for exam-
ple, through microjetting), with the collapse
speed of ~18m/s (Fig. 3K and fig. S14) and the
water hammer pressure of ~150 MPa (22).
In the wake of the wave, the liquid pressure
dropped, causing a sudden widening of the
keyhole bottom (Fig. 3K, time 49.68 ms, and
fig. S14).
Limited by the short interaction time (Dp/C~

a few nanoseconds, whereDp is the equivalent
pore diameter), the pore can gain sufficient
kinetic energy and escape from the large ther-
mal gradient field around the keyhole only
when the amplitude of the acoustic wave from
theNKB is high enough. The amplitude appears
higher along the depth direction because the
pores tend tomigrate downward first. In addi-
tion to the acoustic wave and the inertial force
of the liquid jet it causes (35), the translational
motion of a pore around the keyhole bottom is
collectively controlled by the thermocapillary
force (36) and the viscous drag force (35). These
are determined by the local thermal gradient
and theMarangoni flow, respectively. The ther-
mocapillary force always attracts the pore to
the keyhole, whereas the viscous drag force,
because the localmelt tends to flow away from
the keyhole, does so only when the poremoves
faster than the local melt along the same direc-
tion. This confirms the importance of the acous-
tic wave in porosity formation in combination
with keyhole instability [more discussion is
provided in (22), Generation and role of acous-
tic waves].
With insufficient kinetic energy from the

acoustic wave, the pore remains in the region
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Fig. 3. Keyhole pore formation and motion driven by acoustic waves from
keyhole instability. (A) Megahertz x-ray images of a keyhole pore-formation pro-
cess. (B) X-ray images showing the nonuniform collapse of pore P0, driven by a
microjet. (C and D) Contours of the pore P0 and microjet morphologies. (E) Keyhole
depths, d1 and d2. Three time nodes are defined: At t1 (magenta circle), with the
keyhole closure, pore P0 forms; at t2 (green circle), the primary pore starts to
rebound; and at t3 (blue circle), the keyhole depth reaches a local minimum, and the
pores start to migrate away from the keyhole. (F) Equivalent pore diameter, Dp,

estimated from (C). (G) Distances of pores away from the nearest keyhole wall.
(H) Formation of a NKB, attributed to the coupling between the existence of a
protrusion and the rebound of pore P1. (I) Initial pore motions caused by the acoustic
wave emitted from the NKB. L-V in (H) and (I) is the liquid-vapor interface of a keyhole
or a pore. (J and K) X-ray images of keyhole pore collapse, rebound, and motion,
corresponding to the two events indicated with the magenta and blue dashed
rectangles in (E), respectively. All images were background corrected followed by
contrast reversal. Frame-by-frame images are documented in movie S11 and fig. S8.
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where there is a large thermal gradient field,
and its motion is dominated by the competi-
tion between the thermocapillary and viscous
drag forces. After the postulated phase explo-
sion, pore P2, unlike pore P1, was not pushed
away but “dances” with the keyhole bottom
wall, until an abrupt morphology change of
the keyhole bottom (because of the pressure
drop inside) (fig. S18) successfully lures the
pore in deep (Fig. 3G and fig. S17). The key-
hole then grows rapidly owing to the increased
laser absorption inside the forcedly developed
bottom and eventually captures pore P2. The
evolving distances of these two pores from the
nearest keyhole wall (Fig. 3G) suggests two
thresholds (plateaus in the plots) under this
particular laser condition. One is the edge of
the strong thermal gradient field, 42 ± 2 mm
from the keyhole wall, beyond which the ther-
mocapillary force is negligible. The other is
the point at which the two forces balance, 28 ±
3 mm, below which the thermocapillary force
dominates because of the high thermal gra-
dient of ~108 K/m (22) and draws the pore
violently into the keyhole.
The thermocapillary-viscous drag force

boundary remains nearly constant as the key-
hole bottom evolves. When the keyhole drill-
ing reaches its limit, the pore may become
nearly stationary; for example, pore P2 stops
moving since time 18.40 ms for ~8 ms (movie
S11). The force balance could be then used to
estimate the drag coefficient Cd (35, 36) [~6.0
in this case (22)], which has long been a con-
troversial problem (35, 37). However, when the
keyhole shrinks and expands, the pore dances
along. The sharp and narrow thermocapillary-
viscous drag force boundary implies that if
the pore is around the boundary, it always
manages to accommodate its motion to the
local melt flow pattern. But if trapped inside,
the pore is unable to escape because of the in-
creasing attraction from the keyhole wall, as
hinted at by the rapid decrease in the distance
away from the nearest keyhole wall (Fig. 3G).
With operando high-speed synchrotron x-ray

imaging, we found that the boundary between
the keyhole porosity and stablemelting regimes
in the P-V spacewas unexpectedly smooth and
sharp, varying only slightly with the presence
of powder. Close to this porosity boundary, we
discovered a new mechanism that is responsi-

ble for the formation of small and often spheri-
cal pores: Acoustic waves generated during the
highly dynamic laser-metal interaction play
a key role in driving pores near the keyhole tip
far enough away from the large thermal gra-
dient field around the keyhole that they are
trapped through solidification. Amore detailed
investigation of the mechanisms of acoustic
waves is merited. In addition to this dominant
mechanism, at low power levels a secondary
mechanism results in pore trapping as a fluc-
tuating keyhole collapses and retracts; drag
forces may also pull the pore away from the
retracting keyhole. At a broader scale, not only
does the existence of a well-defined keyhole
porosity boundary offer a more secure basis
for predicting process windows, but the new
understanding of how small pores are gen-
erated close to the boundary explains some
of the confusion in the LPBF literature about
the origins of porosity. In other words, small
spherical poresmay be inherited from the pow-
der, or theymay originate from the use of mar-
ginally stable melting conditions.
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CONSERVATION GENETICS

Individual heterozygosity predicts translocation
success in threatened desert tortoises
Peter A. Scott1,2*, Linda J. Allison3, Kimberleigh J. Field3, Roy C. Averill-Murray3, H. Bradley Shaffer1,4

Anthropogenic environmental modification is placing as many as 1 million species at risk of extinction.
One management action for reducing extinction risk is translocation of individuals to locations from
which they have disappeared or to new locations where biologists hypothesize they have a good chance
of surviving. To maximize this survival probability, the standard practice is to move animals from the
closest possible populations that contain presumably related individuals. In an empirical test of this
conventional wisdom, we analyzed a genomic dataset for 166 translocated desert tortoises (Gopherus
agassizii) that either survived or died over a period of two decades. We used genomic data to infer the
geographic origin of translocated tortoises and found that individual heterozygosity predicted tortoise
survival, whereas translocation distance or geographic unit of origin did not. Our results suggest a
relatively simple indicator of the likelihood of a translocated individual’s survival: heterozygosity.

I
n a world of rapid environmental change,
habitat loss, and species endangerment,
translocation of individual plants and
animals is becoming increasingly common
as a conservation strategy of last resort. For

both animals and plants, the long-term success
of translocations is often dismal (1–3). There
are many possible explanations for this low
success, and conservation biologists have
proposed several guidelines for improving
translocation outcomes, including limiting
translocation distances and only exchanging
individuals from within the same genetic
units to minimize outbreeding depression
(4). Although levels of inbreeding and hetero-
zygosity have long been linked to individual
survival and fitness (5–7), the relationship
between these and translocation success has
received little attention. Here, we exploited a
long-term dataset for threatenedMojave desert
tortoises to generate genomic profiles for
166 tortoises and link those data to individual
post-translocation survival.
Mojave desert tortoises (Gopherus agassizii)

are widely distributed members of the Mojave
and Sonoran desert ecological communities
west and north of the Colorado River in
California, Nevada, Utah, and Arizona, USA
(Fig. 1). Although the tortoise is a ubiquitous
member of the relatively intact desert eco-
system, decreasing population trends led to
the early listing of the species as threatened
under the U.S. Endangered Species Act (8).
Part of the species’ recovery plan includes
translocating tortoises salvaged from harmful

anthropogenic activity and habitat destruc-
tion to new sites to augment declining popula-
tions (9, 10).
Since the establishment of a recovery plan

(9), genetic (11, 12) and genomic (4, 13) studies
have quantified native population structure
within Mojave desert tortoises and have con-
sistently shown that the greatest axis of varia-
tion separates the Upper Virgin River and
NortheasternMojave recovery units (hereafter
“northernMojave”) from the rest of the species’
distribution (hereafter “southernMojave”; Fig. 2).
Additional fine-scale population structure has
been documented within these two regions,
leading some researchers to recommend trans-
locations only within these genetically defined
populations (4, 11, 14, 15). Others have recom-
mended limiting translocations to specified
distances (200 to 276 km) on the basis of
spatially distributed genetic structure (16). As
is generally the case, these recommendations
have assumed that moving animals within,
but not between, genetic units (major clades
or genetically related metapopulations) should
be the guiding principle.
Following the accumulation of hundreds

of displaced tortoises at the Desert Tortoise
Conservation Center (DTCC) in 1996, the
100-km2 Large-Scale Translocation Site (LSTS)
was established. The LSTS is located in the
Ivanpah Valley near Jean, Nevada, within the
natural range of the tortoise, and is surrounded
by either a tortoise-barrier fence or relatively
inhospitable mountains (Fig. 1 and fig. S1).
Because the majority of the tortoises received
at the DTCC were captives (many from Nevada’s
free pet tortoise pickup program), most indi-
viduals lacked reliable information on their
native site of origin. Between 1997 and 2014,
~9105 tortoises (~50.2% of which were adults)
of unknown provenance were translocated to
the LSTS, where they intermingled with an
estimated 1450 adult local tortoises that were
natural residents at the site (17). Most native

and translocated tortoises in the LSTS have
since died, consistent with steep declines in
neighboring populations and likely furthered
by high post-translocation densities and less
comprehensive health screening during the
first decade of the translocation program.How-
ever, roughly 350 adultswere estimated by line-
distance surveys to be alive in 2015 (18).
By 2016, there were three classes of LSTS

tortoises: known-living and known-dead trans-
located individuals, and unmarked individuals
presumed to be pre-translocation residents. For
simplicity we refer to these as living, dead, and
resident, respectively. Because no information
is available on the origins of translocated
tortoises, we generated restriction site–associated
DNA sequencing (RADseq) genomic data and
used these data to infer the geographic origins
of a set of living and dead tortoises by com-
paring them to 270 low-coverageMojave desert
tortoise genomes that were field-collected from
across the species’ range (13) (Fig. 1).
By comparing living and dead tortoises from

the LSTS, we explicitly address three questions
central to assistedmigration and genetic rescue
efforts: (i) Do tortoises from more distant
localities have lower survival fitness than those
from nearby sites of origin? (ii) Do within–
genetic unit (northern or southern Mojave)
translocations enjoy greater survival than those
that cross this primary genetic boundary? (iii)
Are tortoiseswith higher overall heterozygosity,
measured at deeply sequenced RAD loci, more
likely to survive than less genetically variable
individuals?
MappedRADseqreads fromtheLSTS tortoises

contained 6,711,580 of the 36,138,619 single-
nucleotide polymorphisms (SNPs) found among
270 low-coverage Mojave desert tortoise ge-
nomes (13). We empirically evaluated several
approaches to infer the place of origin of LSTS
tortoises (18). Placing 12 known-origin calibra-
tion samples at the location of their genetic
nearest neighbors resulted in a mean error of
61.7 km (SD = 60.2) from their true origin. A
multi-individual, centroid-based placement ap-
proach using the eight closest genetic relatives
reduced the mean placement error to 41.7 km
(SD = 25.0). Finally, the optimal combined
approach resulted when individuals with het-
erozygosity (p) values of <0.0020 were placed
with their closest genomic match (presumably
their closest relative) and individuals with p
values of >0.0020 were placed at the centroid
of their closest eight genetic relatives. This com-
bined approach resulted in a mean error of
35.6 km (SD = 27.7). The combinedmethod is
thusmore accurate, but that accuracymay result
from overfitting a complex model with only
12 calibration animals. Countering this con-
cern, we note that 87% of all LSTS tortoises
had p values of <0.0020 and hence were
geolocated only on the basis of their genetic
nearest neighbors; moreover, given the very
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low coverage (~1.5×) of our dataset of 270 re-
ference tortoises, we expected that more
heterozygous LSTS tortoises would be difficult
to associate with a true closest relative because
heterozygosity is underestimated at ~1.5× cover-
age. Thus, averaging across a set of closematches
should outperform a single match for those
relatively heterozygous individuals. Because
the dual method had the lowest combined
error for the 12 calibration samples, we used
it to determine the geographic and genetic
provenance of all LSTS tortoises.
We calculated probable geographic origins

for 166 living and dead LSTS tortoises that
were matched for release year and sex (Fig. 2).
Sixty-eight of the 79 living tortoises and 78 of
the 87 dead tortoises were genomically placed
in the geographically proximal northernMojave
genetic unit, and the remainder in the more
distant southern Mojave unit (13). We found
no difference in the proportion of northern
versus southern Mojave desert tortoises that
died or survived after translocation [c2 (df =
1, N = 166) = 1.18, P = 0.28]. We also detected
no effect of geographic distance between the
site of origin and the LSTS for individuals
that died or survived after translocation
(Fig. 3B; P = 0.83).
In contrast, we found that LSTS-translocated

survivors had much higher individual het-
erozygosity when they were compared to
those that died (Fig. 3A; mean p of living
tortoises = 0.00180, mean p of dead tortoises =
0.00146; P = 0.00000005), indicating that
individual genetic diversity predicted trans-
location success after accounting for release
year and sex. The mean heterozygosity of the
survivors was 23.09% greater than that of a
matched set of tortoises that died over the
same period. Although the importance of
genetic diversity (or its presumed proxy, popu-
lation size) of stock populations for trans-
location has been the subject of a few recent
studies, this small body of work has yielded
contradictory results on the role of population-
level variation in translocation success, with
some evidence for negligible importance
(19–21) and other evidence for substantial
importance (22, 23). This discrepancy may
stem from the assumption that population-
level diversity is an accurate proxy for individual
heterozygosity, which has not been tested. Our
results demonstrate that individual heterozy-
gosity, rather than population size or overall
diversity, is a key, easily measured metric for
predicting translocation success.
To explore the possibility that our observed

relationship between post-translocation survival
and heterozygosity is an artifact of sample age
or condition, we confirmed that read depth,
sample age, influence of outlier loci, and library
complexity are not correlated with heterozygos-
ity (18). Hence, we conclude that heterozygosity
itself is a strong indicator of post-translocation
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Fig. 1. Map showing the approximate historical distribution of the Mojave desert tortoise (Gopherus agassizii).
The area in tan represents the distribution; black diamonds denote locations of 270 native low-coverage genome
samples. The LSTS is shown as a red polygon. We lack samples for inference only from the northwest portion of
the historical distribution for the species. Scale bar, 100 km.

Fig. 2. Map showing the inferred origins of 79 translocation survivors and 87 sex- and release year–
matched translocated dead tortoises. Points are slightly jittered for visual clarity. The red line shows the
boundary between northern and southern Mojave tortoise genetic units. The inferred points of origin of
tortoises that died and survived are shown as orange and blue diamonds, respectively. Scale bar, 100 km.
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survival. We are not suggesting that individual
heterozygosity should be the only criterion for
deciding which individuals to translocate: Local
ecology, disease exposure history, and individual
condition are some of the other factors that
are often critical, andwe stress the importance
of verifying these results in other systems. We
also emphasize that our RAD data, although
extensive, are only a proxy for the entire genome,
and that additional studies with high-coverage
whole-genome resequencing could help to
determine whether survivorship is linked to
runs of homo- or heterozygosity, level of indi-
vidual inbreeding, or specific loci under strong
selection. Regardless, one of the advantages
of individual heterozygosity is that it can
now be easily and economically measured,
with reduced representation approaches or at
the whole-genome level for most organisms,
making it a particularly attractive tool for
man1agers and decision-makers.
Our analysis of LSTS survivors and mortal-

ities, combinedwithdetailed landscapegenomic
data for the entire species, indicates that

matching the geographical provenance of
translocated tortoises to their new site had
virtually no predictive power in determining
survival fitness over a decadal time scale.
However, individual heterozygosity did, with
more heterozygous individuals outsurviving
less heterozygous ones. The overall benefits
of genome-level variability have long been sug-
gested as a key fitness component (7, 24), and
we were able to use long-term field data to
directly show this benefit under natural con-
ditions. Although field observations have con-
firmed living status for only 3.8% of translocated
tortoises, our data indicate that even under
these severe conditions, the more variable
tortoises outsurvived their less variable con-
specifics, which suggests that these genetically
variable individuals were better able to survive
after translocation. To confirm that individual
heterozygosity is responsible for the increase
in survival requires understanding the prox-
imate reasons for the massive mortality seen
in both translocated and resident tortoises,
and we currently lack that knowledge. Long-
termmonitoring found that the annual mean
declines of 7.4% and 9.2% at the individual
sites closest to the LSTS occurred between
2004 and 2014 (25), corresponding to popula-
tion reductions of roughly 57% and 65% over
11 years. These declines, although not fully un-
derstood, are at least partially attributed to
severe regional drought (26), which has been
associated with sharp increases in mortality of
Mojave desert tortoises (27–29). Given our cur-
rent understanding, we can only speculate that
drought, combined with high post-release den-
sities, disease, and/or the ecological disruption
associated with translocation, may be con-
tributing to the high LSTS mortalities.
However, even without a proximate mech-

anism, our results suggest that an optimal
strategy of assisted migration could be to
prioritize moving the most genomically var-
iable individuals, rather than current practice
based solely on geographic or genetic simi-
larity. Given the future climate and anthropo-
genic changes anticipated across the region,
assisted migration will likely be a key compo-
nent of management of desert tortoises and
many other declining or endangered species,
and our data indicate that targeting the most
genomically variable individuals can enhance
the success of this work. Future research aimed
at understanding the proximate reasons for
this increased survival at the genetic and phys-
iological level constitutes an important next
step formore efficient conservation-based trans-
location success.
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CORONAVIRUS

Structural analysis of full-length SARS-CoV-2 spike
protein from an advanced vaccine candidate
Sandhya Bangaru1, Gabriel Ozorowski1, Hannah L. Turner1, Aleksandar Antanasijevic1, Deli Huang2,
Xiaoning Wang3, Jonathan L. Torres1, Jolene K. Diedrich3, Jing-Hui Tian4, Alyse D. Portnoff4,
Nita Patel4, Michael J. Massare4, John R. Yates III3, David Nemazee2, James C. Paulson2,3,
Greg Glenn4, Gale Smith4, Andrew B. Ward1*

Vaccine efforts to combat the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), which is
responsible for the current coronavirus disease 2019 (COVID-19) pandemic, are focused on SARS-CoV-2
spike glycoprotein, the primary target for neutralizing antibodies. We performed cryo–election
microscopy and site-specific glycan analysis of one of the leading subunit vaccine candidates from
Novavax, which is based on a full-length spike protein formulated in polysorbate 80 detergent.
Our studies reveal a stable prefusion conformation of the spike immunogen with slight differences in
the S1 subunit compared with published spike ectodomain structures. We also observed interactions
between the spike trimers, allowing formation of higher-order spike complexes. This study confirms
the structural integrity of the full-length spike protein immunogen and provides a basis for interpreting
immune responses to this multivalent nanoparticle immunogen.

S
evere acute respiratory syndrome coro-
navirus (SARS-CoV) caused a global out-
break from2002 to 2003 (1). Severe acute
respiratory syndrome coronavirus 2 (SARS-
CoV-2), from the same lineage of the b-CoV

genus as SARS-CoV, recently emerged in China
and spread rapidly, infectingmore than28million
people worldwide by September 2020 (2). Coro-
navirus disease 2019 (COVID-19), causedby SARS-
CoV-2, was declared a pandemic by the World
Health Organization (WHO). In response, several
SARS-CoV-2 vaccine candidates are being devel-
oped and tested at various stages of clinical trials
(3–5). The SARS-CoV-2 spike (S) trimeric glyco-
protein is a focus of vaccine development because
it is the primary target of host immune defenses
(5, 6).
Like other type 1 fusion proteins, the SARS-

CoV-2 S prefusion trimer is metastable and
undergoes structural rearrangement from a
prefusion to a postfusion conformation upon
S-protein receptor binding and cleavage (7, 8).
The structure of the stabilized SARS-CoV-2
spike ectodomain has been solved in its pre-
fusion conformation and resembles the SARS-
CoV spike (9–11).Here,wedescribe the structure
of a leading SARS-CoV-2 S vaccine candidate
(NVAX-CoV2373) based on a full-length (FL)
S, residues 1 to 1273, which includes the trans-
membrane (TM) and the cytoplasmic tail (CT)
(Fig. 1A). The final construct, SARS-CoV-2-3Q-
2P, was also modified at the S1/S2 polybasic
cleavage site from RRAR to QQAQ to render it
protease resistant, along with two proline sub-

stitutions at residues K986 and V987 in the S2
fusion machinery core for enhanced stability
(Fig. 1A). The FL spikes, expressed and puri-
fied from insect cells, were formulated in
0.01% (v/v) polysorbate 80 (PS 80) detergent.
To characterize the structural integrity of the
3Q-2P-FL immunogen, we performed negative-
stain electron microscopy of the FL spike
constituted inPS80 in the presence ofMatrix-M
adjuvant, recapitulating the vaccine formulation
being tested in humans. Imaging revealed tri-
meric spike proteins present as free trimers or
as multitrimer rosettes, containing as many as
14 trimers with their TM domains enclosed in
micellar cores of PS 80 detergent (Fig. 1B). Tight
clustering of the spikes in the NVAX-CoV2373
nanoparticle formulation may lead to stronger
immune responses over soluble trimers alone,
similar to other viral glycoprotein immunogens
(hemagglutinin and respiratory syncytial virus
F) (12, 13).
We next performed single-particle cryo–

electron microscopy (cryo-EM) on the spike
formulated in PS 80 detergent (Fig. 2A). Initial
two-dimensional (2D) classification revealed
the presence of two distinct classes: free spike
trimers and dimers of trimers (Fig. 2A). The
threefold symmetric (C3) reconstruction of the
free spike trimer resulted in a 3.6 Å–resolution
map, whereas the asymmetric reconstruction
(C1) was refined to 3.8-Å resolution (Fig. 2B
and fig. S1, A and B). In previous structures,
receptor binding domains (RBDs) exist in either
a closed (RBD-down) or an open (RBD-up)
conformation that can engage in ACE2 bind-
ing (9, 10, 14). By contrast, we observed that
all three RBDs on the 3Q-2P-FL spike trimer
were in the closed conformation in our re-
constructions (Fig. 2B and fig. S1C). Despite
the RBD-down conformation, binding analy-
sis of the 3Q-2P-FL immunogen to ACE2 by

both biolayer interferometry and enzyme-
linked immunosorbent assay clearly shows
binding to ACE2, indicating that the RBD is
dynamic and the receptor binding site acces-
sible (15). Another study on the prefusion
structure of an FL spike protein reported
similar findings with RBDs clamped down
as a consequence of potential clashes between
S2 residues 828 to 853 and subdomain 1 (SD1)
when RBD is in open conformation (16). Re-
cent reports by Henderson et al. have revealed
that introducing mutations and removing N-
linked glycosylation at certain positions can
alter the propensity toward “up” and “down”
states of the RBD (17, 18).
Overall, our cryo-EMmap was well resolved

in both S1 and S2 subunits (fig. S1D), enabling
us to model the full S1 N-terminal domain
(NTD) and C-terminal domain (CTD) that were
less resolved in previous structures (9, 10). Our
final atomic model contains residues 14 to 1146
with breaks only in the flexible loop (619 to 631)
and the cleavage site (678 to 688) (Fig. 2C).
Superimposition of the coordinate models of
3Q-2P-FL spikewith published spike structures
[Protein Data Bank (PDB) IDs: 6VXX and
6VSB] revealed substantial domain rearrange-
ments in the S1 subunit of 3Q-2P-FL spike
(Fig. 2D). The S1 NTD rotated ~14° relative to
published models, whereas the CTD and sub-
domains showed minor local rearrangements
(Fig. 2D). Another recent study also observed
differences in NTD conformations at lower
pH, although our cryo-EM studies were car-
ried out at neutral pH (19). In our 3Q-2P-FL
structure, we observed a shift in residues flank-
ing the 615 to 635 loop, resulting in a salt
bridge between residue D614 on one proto-
mer and K854 on a neighboring protomer
(Fig. 3A). This observation is particularly notable
given the increased prevalence of D614→G
(D614G) mutation in the emerging SARS-CoV-2
strains and its potential role in viral transmis-
sion and pathogenesis (20). The 615 to 635 loop
that is generally disordered in spike trimer
structures, including ours, was recentlymodeled
as a helix (PDB ID: 6X6P) (Fig. 3B), although the
cryo-EM density (EMD-22078) does not support
this assignment (fig. S1E) (11).
We observed two additional densities in the

S1 subunit that did not correspond to peptide
or glycans within the spike (fig. S2A). The first
density was buried within a hydrophobic
pocket of the CTD (Fig. 3C). We have previ-
ously showed palmitoleic acid occupying a
similar pocket in the structure of porcine
epidemic diarrhea virus (21). This density
in SARS-CoV-2 S corresponded to linoleic
acid, a polyunsaturated fatty acid; the pres-
ence of this ligand was confirmed by mass
spectrometry of 3Q-2P-FL spike (fig. S2, B
and C). The main chain carboxyl group of
linoleic acid interacts with the R408 and
Q409 residues of the RBD from the adjacent
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protomer, potentially stabilizing the observed
RBD-down state (Fig. 3C) and consistent with
a recent report (22). The second unassigned
density, present in the NTD, was larger and
more surface exposed than the first (Fig. 3D
and fig. S2D). The aliphatic tail of PS 80 fit
well into this hydrophobic pocket, whereas
the carbonyl and hydroxyl groups were in
proximity to residues R190 and H207 with
potential for multiple hydrogen bonds be-
tween them (Fig. 3D and fig. S2D). The lo-
cation of the PS 80 ligand provides a possible
explanation for the S1 shift seen in our FL
trimer density. PS 80 is specific to the for-
mulation of the Novavax 3Q-2P-FL immu-
nogen, but other ligands may also bind this
pocket and provide a potential target for
drug design against SARS-CoV-2.
Classification ofmultimeric spike trimer par-

ticles yielded two separate classes: a dimer-
of-trimers class that reconstructed to a final
resolution of 4.5 Å with twofold symmetry

and a trimer-of-trimers class that was resolved
to 8.0-Å resolution (Fig. 4, A and B, and fig.
S3A). In both reconstructions, the interaction
between each pair of trimers involved the SD2
of one protomer from each trimer engaging
with the NTD of the adjacent trimer (Fig. 4C),
with trimer axes tilted 44.5° relative to each
other. The dimer-of-trimer interaction was
mainly coordinated by the 615 to 635 loop,
which, in contrast to the free-trimer structure,
was now fully resolved (Fig. 4D). The loop
reaches into and induces subtle changes to a
pocket on the adjacent NTD compared with
the free-trimer model (Fig. 4D). Residues Y145
and H146 in the binding pocket appear to
switch positions in the loop-bound state,
resulting in a salt-bridge interaction between
H146 and D627 and potential stacking be-
tween W152 and H146 (Fig. 4E). We also
observed minor displacement of residues
68 to 75 and 248 to 250 surrounding the
pocket. In the dimer-of-trimers, we also ob-

served N282 glycans at the dimer interface
(fig. S3B). As a control, we also performed
cryo-EM studies of the SARS-CoV-2-3Q-FL
(without 2P). Notably, the structures of the
trimers were identical, and we also observed
dimers of trimers (fig. S3, C to E)
Sequence alignment of residues in the 615

to 635 loop and corresponding NTD binding
pocket across representative CoV strains be-
longing to lineage B of betacoronaviruses re-
vealed residues 621-PVAIHADQ-628 are well
conserved, but there are notable differences in
the binding pocket residues (fig. S4A). Sub-
stantial gaps in the interacting NTD loops
along with the absence of H146 at the cor-
responding site on SARS-CoVmake it unlikely
that SARS-CoV participates in similar intertri-
meric interactions. Although the residues
in the NTD pocket were almost identical be-
tween SARS-CoV-2 and its closely related bat
strain Bat-SL-RatG13, we observed some res-
idue differences and one to three amino acid
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Fig. 1. Evaluation of SARS-CoV-2
3Q-2P-FL spike glycoprotein.
(A) Linear diagram of the sequence
and structure elements of the FL
SARS-CoV-2 spike protein showing
the S1 and S2 ectodomain. Struc-
tural elements include a cleavable
signal sequence (SS, white),
NTD (blue), RBD (green), SD1 and
SD2 (light blue), protease cleavage
site 2′ (S2′, arrow), fusion peptide
(FP, red), heptad repeat 1 (HR1,
yellow), central helix (CH, brown),
heptad repeat 2 (HR2, purple), TM
domain (black), and CT (white).
The native furin cleavage site was
mutated (RRAR→QQAQ) to be
protease resistant and stabilized by
introducing two proline (2P) sub-
stitutions at positions K986P and
V987P to produce SARS-CoV-2
3Q-2P-FL spike. A, Ala; D, Asp;
E, Glu; K, Lys; L, Leu; N, Asn;
P, Pro; Q, Gln; R, Arg; S, Ser; V, Val.
(B) Representative negative-stain
EM images and 2D classes of
SARS-CoV-2 3Q-2P-FL, formulated
in PS 80 detergent in the presence
of Matrix-M adjuvant. In the raw
micrograph, spike rosettes are
circled in yellow and Matrix-M
adjuvant cages are circled in white.
2D classes showing individual
spikes, higher-order spike nanopar-
ticles, and Matrix-M cages of dif-
ferent sizes. Matrix-M does not
appear to interact with the spike
nanoparticles.
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deletions in the loops comprising the NTD
binding pocket of representative strains Bat-
SL-CoVZC45, BetaCoV/pangolin/Guangdong/
1/2019, andBetaCoV/pangolin/Guangxi/P4L/
2007 (fig. S4A).
Some human CoVs, including OC43, exclu-

sively use NTD–sialic acid (SA) interactions as
their receptor engagement, whereas others
such as Middle East respiratory syndrome
(MERS) CoV that use the CTD-RBD for pri-
mary receptor binding have also been reported
to bind SA receptors through their NTD to aid

initial attachment to the host cells (23–25).
Structural comparisons of the SARS-CoV-2
NTD dimerization pocket with that of the SA
binding site on MERS spike revealed that
they did not coincide with each other (PDB
ID: 6Q04) (25) (fig. S4B). Computational and
structural studies have proposed residues
on SARS-CoV-2 spike that may be involved
in SA binding (26, 27). Structural comparison
of this putative glycan binding site to the di-
merization site revealed them situated ad-
jacent to one another with residues in loop

70 contributing to both the binding pockets
(fig. S4C).
We next performed cell surface expression

and pseudovirus replication assays with SARS-
CoV-2 wild-type (WT) spike and spikes con-
taining mutations in the 615 to 635 loop and
NTD pocket. Each residue in the loop 621-
PVAIHADQ-628 and residueH146 in the bind-
ing pocket were individually mutated to either
alanine or glycine. Additionally, we made a
spike construct with all eight residues 621-
PVAIHADQ-628 replaced with a glycine-serine
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Fig. 2. Cryo-EM analy-
sis of SARS-CoV-2 3Q-
2P-FL spikes. (A) Rep-
resentative electron
micrograph and 2D
class averages of 3Q-
2P-FL spikes showing
free trimers and
complexes of trimers.
(B) Side and top views
of the B factor–
sharpened cryo-EM map
of 3Q-2P-FL free trimers
showing the spike in
prefusion state, with the
RBDs in closed confor-
mation. The protomers
are colored in blue,
green, and coral for
clarity. (C) Side and top
view of the atomic
model of free trimer
represented as a ribbon
diagram fit into the map
density. The protomers
are colored in blue,
green, and coral, and
the map is shown as a
transparent gray den-
sity. (D) Comparison of
3Q-2P-FL spike with
published structures
(PDB IDs 6VXX and
6VSB) on a subunit
level. PDB 6VXX is
shown in cyan, PDB
6VSB in blue, and 3Q-
2P-FL spike in coral.
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(GS) linker to completely abrogate binding.
Compared with the WT, the mutants gener-
ally exhibited lower levels of infectivity (Fig.
4F). Cell surface expression of these mutants
in 293T cells revealed that these mutations
also disrupted surface expression of the spike
protein, with linear correlation between sur-
face expression and pseudovirus replication
(Fig. 4G).
Glycans on viral glycoproteins play a wide

role in protein folding, stability, and immune
recognition and also in facilitating immune
evasion. We therefore conducted site-specific
glycosylation analysis of the SARS-CoV-2 pre-
fusion spike protein produced in Sf9 insect
cells as previously described (28) to assess the
extent of glycosylation and the degree of glycan
processing from high-mannose or hybrid type
to complex type. The analysis detected glyco-
sylation at all 22 N-linked glycan sequons
present on SARS-CoV-2 spike (Fig. 4H). Over-
all, there was high glycan occupancy of >98%,

with only two sites (603 and 657) >5% un-
occupied. We did not see clear glycan density
at either 603 or 657 in the cryo-EM reconstruc-
tion of the 3Q-2P-FL spike. Most sites showed
extensive glycan processing to complex or
paucimannose-type glycans, with only four
sites exhibiting≥40%oligomannose. The glycan
analysis also confirmed the presence of glycans
at sites 1158, 1173, and 1194 present in the
membrane-proximal region of the spike not
resolved by cryo-EM. By comparison with site-
specific glycan processing of the spike protein
produced in mammalian human embryonic
kidney (HEK) 293F cells, both mammalian
cells and insect cells exhibit extensive process-
ing at most sites. In general, however process-
ing of glycans on the 2019 CoV prefusion spike
protein from insect cells was somewhat greater,
particularly at sites 709 and 717, which were
predominately oligomannose in spike from
HEK293 cells but exclusively complex or
paucimannose in spike from Sf9 cells (29).

Our structural work is consistent with the
burgeoning body of spike structures, albeit
with notable differences in the rearrangement
of S1 domains and formation of intertrimer
interactions (9, 10). Both these findings were
seen in the FL spike immunogens assembled
into compact and dense nanoparticles. Cryo–
electron tomographic reconstructions of in-
tact SARS-CoV-2 virions showed a relatively
dispersed distribution of spike protein trimers
on the viral surface and no evidence of higher-
order aggregates (30). However, another study
showed that the D614G mutation present in
close proximity to the dimerization loop results
in a several-fold increase of spike numbers on
the viral surface, resulting in higher spike pro-
tein density and a more infectious virion (20).
The greater density may be aided by the abil-
ity to form such higher-order multimers. Al-
ternatively, the loop that mediates interspike
interactions may play a role in viral viability,
consistent with our loop mutant data.
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Fig. 3. Structural features of the SARS-CoV-2 3Q-2P-FL spike trimer.
(A) Interprotomeric salt-bridge interaction between D614 and K854 in 3Q-2P-FL
spike trimer. (B) Comparison of the 615 to 635 loop between 3Q-2P-FL spike
shown in coral and PDB 6X6P shown in blue. The residues that were built in 6X6P
model but not in our model are shown in dark blue. Threonines at positions
618 and 632 flanking the gap in the 3Q-2P-FL trimer model are shown on both
models to highlight their relative positions. T, Thr. (C) Linoleic acid (dark

blue) binding within a hydrophobic pocket of one RBD where the fatty acid
head group reaches out to interact with the closed RBD of the adjacent
protomer. The interacting residues are shown in pink. F, Phe; I, Ile; Y, Tyr.
(D) PS 80 detergent (blue) binding within the NTD with potential hydrogen
bonding with R190 and H207. The interacting residues are shown in
orange. Adjacent protomers are shown in yellow and gray in (A), (C),
and (D). H, His.
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Fig. 4. Trimer-trimer interac-
tions and glycan analysis.
(A) Side and top views of the
sharpened cryo-EM map of
3Q-2P-FL dimers of spike trimers.
Individual spike trimers are
shown in blue and coral along a
twofold axis of symmetry (dotted
line). (B) Top view of the B
factor–sharpened cryo-EM map
of trimer-of-trimers complex with
individual trimers colored in blue,
coral, and green. (C) Ribbon
representation of a protomer
from one trimer (blue) interacting
with the protomer from the adja-
cent trimer (coral) docked into
the dimers-of-trimers density.
(D) A close-up view of the
interaction between the proto-
mers of adjacent trimers. One
protomer is shown as a ribbon
diagram in blue, and its binding
partner is shown as surface in
gray. Residues 621-PVAIHADQ-
628 in the loop with potential
interactions to the neighboring
NTD are colored yellow, and the
residues in the NTD binding
pocket are highlighted in coral.
Residue D614 at the start of the
loop is highlighted in dark blue.
Glycosylation at residue 616 is
not shown for clarity. G, Gly.
(E) Changes occurring in the
binding pocket in the bound state
(gray) versus the free trimer
(pink). Y145 and H146 switch
positions to accommodate the
loop better, also resulting in salt-
bridge formation between H146
and D627. It also results in
stacking between W152 and
H146. W, Trp. (F) Pseudoviruses
expressing SARS-CoV-2 WT or
mutant spikes were used to infect
HeLa or HeLa-ACE2 cells for 42
to 48 hours. Infection was
measured by luciferase intensity
RLU (relative light unit) in the
lysed cells after infection.
(G) Correlation between pseudo-
virus infection (RLU) and surface
expression of SARS-CoV-2 spike
variants in 293T cells measured
by MFI (mean fluorescence
intensity). (H) Site-specific gly-
can analysis of 3Q-2P-FL spike
protein expressed in Sf9 insect
cell line. Proportions shown for
no occupancy, oligomannose, and
complex or paucimannose potential N-linked glycosylation sites (PNGS) are the average and SEM of 3 to 32 distinctive peptides for each glycosite except for sites 17,
709, and 717, where only a single peptide was observed.
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Analysis of safety and immunogenicity of
the Novavax SARS-CoV-2-3Q-2P-FL immuno-
gen in mice and baboons revealed strong B
and T cell responses to the vaccine with no
evidence of vaccine-associated enhanced res-
piratory disease (15). Phase 1 and 2 clinical
trial results showed that the vaccine induced
immune responses exceeding levels seen in
COVID-19 patients (31). Overall, we found that
NVAX-CoV2372 is stable, homogeneous, and
locked in the antigenically preferred pre-
fusion conformation. With structural, bio-
physical, and antigenic characterization now
complete, ongoing evaluation in humans will
provide the true proof-of-principle for this vac-
cine concept.
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CLIMATOLOGY

Abrupt shift to hotter and drier climate over inner
East Asia beyond the tipping point
Peng Zhang1,2, Jee-Hoon Jeong1*, Jin-Ho Yoon3, Hyungjun Kim4, S.-Y. Simon Wang5,
Hans W. Linderholm2, Keyan Fang6,2, Xiuchen Wu7,8, Deliang Chen2

Unprecedented heatwave-drought concurrences in the past two decades have been reported over
inner East Asia. Tree-ring–based reconstructions of heatwaves and soil moisture for the past 260 years
reveal an abrupt shift to hotter and drier climate over this region. Enhanced land-atmosphere coupling,
associated with persistent soil moisture deficit, appears to intensify surface warming and anticyclonic
circulation anomalies, fueling heatwaves that exacerbate soil drying. Our analysis demonstrates that
the magnitude of the warm and dry anomalies compounding in the recent two decades is unprecedented
over the quarter of a millennium, and this trend clearly exceeds the natural variability range. The
“hockey stick”–like change warns that the warming and drying concurrence is potentially irreversible
beyond a tipping point in the East Asian climate system.

G
lobal warming has led to a shift in the
probability distribution of summer tem-
peratures (1), causing more frequent
summer heatwaves in the Northern
Hemisphere midlatitudes (2, 3). Diverse

and complex regional or global feedbackmech-
anisms determine the magnitude of changes
in heatwave frequency and regionality (4–9).
In addition to the emergence of heatwave-
prone atmospheric stagnation, soil moisture
deficit before or during droughts has been
identified as a key factor exacerbating heat-
waves through the land-atmosphere coupling
(10–14). This drought-heatwave interaction is
particularly pronounced in semiarid regions such
as southern Europe, western North America,
and inner East Asia (Mongolia and northern

China), where the land-atmosphere coupling
is strong (15–20).
Although increasing concentration of green-

house gases may enhance soil moisture defi-
cits and heatwave occurrences in a warmer
climate (21–23), the extent to which summer
heatwaves are affected by the global warming–
induced soil moisture reduction in a long-term
context remains unclear. In this study, we used
tree-ring data to reconstruct both heatwave
frequency and soil moisture variability in in-
ner East Asia, centered over Mongolia, for the
past 260 years. We found a robust tendency
toward a hotter and drier climate, with a
stronger coupling of heatwave and drought in
recent decades that was not observed before
the 1990s. This trend, whichwas found in both

observations and reconstructions, is likely as-
sociated with an enhanced land-atmosphere
coupling associated with persistent soil mois-
ture deficit.
Inner East Asia, including Mongolia and its

surroundings (Fig. 1), features arid and semi-
arid climates where annual precipitation is
<300 mm. It is one of the hotspots showing
the strongest warming in the latter part of the
20th century (24). The frequency of summer
heatwaves in this region has increased signif-
icantly during the past two decades (Fig. 1A).
Concurrently, soilmoisture content has shown
a significant drying trend (Fig. 1B), which is
consistent with previous studies based on ob-
servation and land surface modeling (25–27)
(also see fig. S1).
To determine whether this modern-era dry-

ing fallswithin or outside the range of long-term
natural variability, we reconstructed summer
heatwave and soil moisture variations based
on independent tree-ring chronologies sam-
pled in inner East Asia (see the supplementary
materials).
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Fig. 1. Trends of hot day frequency and soil moisture content. (A and B) Trends of July-August mean extremely hot day frequency (A) and soil moisture
content (B) in 1979–2017. Black frame marks the defined domain of inner East Asia. Black dots mark the grids where the trends are significant at the P < 0.05
level. Triangles and circles mark the locations where the tree-ring data were used to reconstruct the extremely hot day frequency and soil moisture variability
on interannual and above-interannual time scale, respectively.



The heatwave reconstruction in Fig. 2A,
explaining 74% of the variance in the ins-
trumental heatwave record for the period
1967–2002, shows a weak long-term change
before the 20th century. Subsequently, it
displays a gradual increase until the 1950s,
followed by a phase of pronounced increase
since the 1970s. The elevated heatwave fre-
quency in recent decades appears to exceed
that of natural variability in the context of the
past 260 years. This result echoes previous
summer temperature reconstructions in the
same region (28).
The soil moisture reconstruction in Fig. 2B,

which explains 76% of the variance in observed
soil moisture over the period 1948–2002,
shows a negligible trend until the end of the
20th century, after which its accelerated de-
cline becomes evident. It should be noted that
the reconstructed and simulated soil moisture
records reveal periods of reductions in the
1900s, 1920s, 1940s, and 1970s that are in good
agreement with documented megadrought
events in Mongolia (29–31) (also see fig. S2).
However, the post–20th-century reduction of
soil moisture reached a record low, plum-
meting below the –2 SD level. This is consist-
ent with other soil moisture datasets and a
satellite-based total water storage observation
(Fig. 2B; also see the supplementarymaterials),
suggesting an abrupt and unprecedented dry-
ing trend.
When the reconstructions of heatwave fre-

quency and soilmoisture are compared (Fig. 3A),
a substantial shift toward a “drier-hotter” re-
gime from the late 20th century onward is
apparent. This latter regime is unusual be-
cause before the 1950s, the two variables
shared a more or less coherent long-term
change in which both were increasing. In
summer, a dry soil condition can exert heat
into the lower atmosphere through sensible
heat flux while suppressing evaporative cool-
ing, so positive feedback between droughts
and near-surface warming can be triggered
by the soil moisture deficit reaching certain
thresholds. Over multidecadal time scales,
heatwave frequency and soil moisture exhibit
a weak anticorrelation (r = –0.05, P > 0.1) until
the mid-20th century (thick lines in Fig. 3A).
In the past 260 years, only the recent dec-
ades show a significant anticorrelation between
heatwave frequency and soil moisture, along-
side a radical decline in soil moisture (Fig. 3B).
The observation of the compoundwarming and
drying is unprecedented in inner East Asia,
implying a regime change in the regional
land-atmosphere coupling. The upshot of
this result is that the regional near-surface
air may have increased its sensitivity to soil
moisture fluctuation. A series of recent heat-
wave events in Europe (32) and North America
(18) have revealed this phenomenon, suggest-
ing that the semiarid climate of this region has
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Fig. 2. Tree-ring width–based reconstructions. (A and B) Tree-ring width–based reconstructions of July-August
mean extremely hot day frequency (A) and soil moisture anomaly (B) in 1750–2002 in inner East Asia (solid black
curves) and their uncertainty (gray bars, defined as 2s of reconstruction ensembles). The red and blue
curves in (A) are the extremely hot day frequency variability derived from ERA interim and station datasets. The
red, cyan, blue, and pink curves in (B) are the soil moisture anomaly derived from the JULES-Sheffield
(1948–2010), JULES-JRA55 (1979–2017), and GLDAS-1 (ensemble mean, 1979–2017), and total water storage
anomaly (relative to a value of –35kg/m2) derived from the Gravity Recovery and Climate Experiment (GRACE)
mission over 2002–2016 (for details, see the supplementary materials; note that there are data missing in
August of 2013 and July of 2014), respectively. Dashed horizontal lines represent the long-term mean and
±2s over the period 1750–2002. The correlation coefficients (r) are calculated between the reconstruction and the
reanalysis data in (A) and between the reconstruction and JULES-Sheffield soil moisture in (B). r1diff is the
correlation coefficient of the first difference of time series.

Fig. 3. Comparison of data over the past 260 years. Shown is a comparison between the July-August mean
extremely hot day frequency variability and soil moisture variability in inner East Asia over the past 260 years.
(A) Variability of the reconstructed extremely hot day frequency (black) and soil moisture content (blue) and their
low-frequency variations over the past 260 years. (B) Thirty-one-year running correlation between hot extreme
frequency and soil moisture over 1750–2005 based on the reconstructions (black curves) and over 1967–2011
based on reanalysis and JULES-Sheffield data (red curve), where the light dashed lines indicate the P < 0.05
significance level. The blue curves are the soil moisture reconstruction; bold curves are their low-frequency variations.
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entered a new regime in which soil moisture
no longer mitigates anomalously high air
temperature.
To attribute the apparent increase in the

heatwave-drought concurrence to regional cli-
mate variability, we investigated the changes
in the large-scale atmospheric circulation and
the impact of the land feedback. Figure 4, A
and B, show composite maps of geopotential
height (GPH) and wind anomalies at 500 hPa
for the years of unusually high heatwave fre-
quency for two periods, 1979–1998 and 1999–
2017. In both periods, a large-scale wave train
spanning northern Eurasian continent is re-
vealed, with prominent high-pressure ano-
malies over the study area, which has been
noted previously (33). In the latter period,
the pattern of amplified high-pressure ano-
malies is consistent with the observed trends
in the summer upper-air circulations (34).

Figure 4, C and D, show the vertical sec-
tions of the high-pressure ridge across inner
East Asia in terms of GPH and air tempera-
ture, depicting the warm-core feature of the
drought-heatwave accompanying the high-
pressure anomaly that has intensified in the
latter period. Even though that amplified
upper-tropospheric wave train (34) has con-
tributed to this feature, the fact that increased
land surface warming also extends upward
into the middle troposphere in Fig. 4D sug-
gests an intensified land-atmosphere coupling.
This claim is linked to the aforementioned
soil moisture deficit trend causing the drier
land surface to produce stronger sensible
heat flux into the lower atmosphere, which
thickens the planetary boundary layer and
therefore amplifies the upper-air high pres-
sure (35). As part of the positive feedback,
the strengthened anticyclone aloft further

increases surface warming through enhanced
downward shortwave radiation. Recent mega-
heatwaves in Europe (e.g., those in 2003
and 2010) have been attributed to similar
land-atmospheric couplings and atmospheric
feedbacks that exacerbate the heatwaves
(11–13, 36–39).
The recent change in land-atmosphere cou-

pling can be quantified using the p diagnos-
tic of soil moisture–temperature coupling (13)
(see the supplementarymaterials). Thismetric
quantifies the relation between near–surface
temperature anomalies and soil moisture de-
ficits in the land surface energy balance. During
the past two decades, the strength of the land-
atmosphere coupling has been profoundly
enhanced over a large part of Asia, including
southeastern Asia, China, and Mongolia (Fig.
5, A andB). Themost extensive change occurred
over Mongolia and northern China (Fig. 5C),
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Fig. 4. Composite map. (A and B) Composite map of July-August mean
geopotential height and wind anomalies at 500 hPa for the years when extremely
hot day frequency was anomalously high (>0.4s; the results are not sensitive
to the threshold) over the period 1979–1998 [the selected years are 1980,
1987, 1989, 1991, 1996, and 1997 (A)] and 1999–2017 [the selected years are
1999, 2001, 2002, 2007, 2010, 2015, and 2016 (B)] and their corresponding
vertical structures of temperature and geopotential height. Contour lines
show climatology of the geopotential height, and black stripes mark the areas
where pressure change is significant at the P < 0.05 level calculated based on

the Monte Carlo method with 1000 iterations. Yellow dashed line denotes
the track of the wave train pattern. Black frame marks the defined domain
of inner East Asia. (C and D) Lower panels show corresponding vertical
structures of temperature (shading) and geopotential height anomalies
(contour lines in meters) along the wave train tracks in inner East Asia
over the period of 1979–1998 (C) and 1999–2017 (D). The geopotential
height, wind, and temperature data are derived from ERA interim monthly
dataset with 0.75° latitude × 0.75° longitude resolution and 23 pressure
levels from 200 up to 1000 hPa.
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where a robust trend of drier-hotter air
under the strengthened anticyclone was ob-
served. The temporal variation of the coupling
strength is almost identical to the heatwave
frequency and also matches the continuous
drying trend of soil moisture (Fig. 5D). The
uptrend of the association between heatwave
frequency and land-atmosphere coupling fol-
lows the persistent change in soil moisture de-
ficit. This feature is not as robust over southern
and coastal East Asia, where the local climate
is largely influenced by the East Asia summer
monsoon (40).
Tree-ring and observational evidence show

that the increased frequency of summer heat-
waves and the concurrent increase in severe
droughts over inner East Asia in recent dec-
ades are unique in a 260-year context. Given
the enhanced land-atmosphere interaction
associated with the continuously drying soil,
the land-atmosphere coupling over inner East
Asia might have entered a different regime in
which the soil moisture variability has become
too small and the sensitivity of evaporation
to more dryness has weakened (fig. S3). Such
a regime shift would explain why heatwaves
and droughts have become tightly coupled
and can quickly enhance each other, leading
to an increase in concurrent events of heat-
wave and drought. Although our analysis does
not include a future projection, it can be ex-
pected that the “regime shift,” which is sup-
ported by multiple lines of evidence, gives way
to a new state in which there are stronger
negative associations between heatwaves and

soil moisture that are expected to persist under
a warmer climate. The implication of these
findings is that compound extremes of sum-
mer heatwaves and heatwave-droughts may
occur more frequently and potentially become
more severe in inner East Asia, and that cor-
responding mitigation efforts should be under-
taken to cope with the associated increase in
the risk of livestock and rangeland crisis in
Mongolia.
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their differences [(B) minus (A)] (C) and comparison with soil moisture and heatwave frequency variabilities. Black dots mark the grids where differences are
significant at the P < 0.05 level. The coupling strength is calculated based on the ERA interim daily dataset with 1.5° latitude × 1.5° longitude spatial resolution.
(D) Interannual variability of the coupling strength (gray), hot extreme frequency (red), and soil moisture (blue, reversed value in y-axis) over the domain.
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soil moisture data can be found at figshare. ERA-interim and
ERA-40 daily reanalysis datasets are available at https://www.
ecmwf.int/en/forecasts/datasets/browse-reanalysis-datasets.
GRACE-TWS data are available at https://grace.jpl.nasa.gov/data/
get-data/jpl_global_mascons/. The Global Historical Climate
Network Daily (GHCN-D) dataset can be downloaded from
https://www.ncdc.noaa.gov/ghcn-daily-description.
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SYNTHETIC BIOLOGY

Precise T cell recognition programs designed by
transcriptionally linking multiple receptors
Jasper Z. Williams1,2,3, Greg M. Allen1,2,3,4, Devan Shah1,2,3, Igal S. Sterin1,2,3, Ki H. Kim1,2,3,
Vivian P. Garcia1,2,3, Gavin E. Shavey1,2,3, Wei Yu1,2,3, Cristina Puig-Saus5, Jennifer Tsoi5, Antoni Ribas5,
Kole T. Roybal1,2,3*, Wendell A. Lim1,2,3,6†

Living cells often identify their correct partner or target cells by integrating information from multiple
receptors, achieving levels of recognition that are difficult to obtain with individual molecular
interactions. In this study, we engineered a diverse library of multireceptor cell-cell recognition circuits
by using synthetic Notch receptors to transcriptionally interconnect multiple molecular recognition
events. These synthetic circuits allow engineered T cells to integrate extra- and intracellular antigen
recognition, are robust to heterogeneity, and achieve precise recognition by integrating up to three
different antigens with positive or negative logic. A three-antigen AND gate composed of three
sequentially linked receptors shows selectivity in vivo, clearing three-antigen tumors while ignoring
related two-antigen tumors. Daisy-chaining multiple molecular recognition events together in synthetic
circuits provides a powerful way to engineer cellular-level recognition.

P
recise cell-cell recognition is critical
throughout biology. Developing cells,
neurons, and immune cells must iden-
tify their correct partner or target cells
with extraordinary specificity. Such pre-

cise cellular recognition is mediated by multiple
surface receptors that function in an inte-
grated, combinatorial manner (1). Precise cel-
lular recognition is also a central goal in treating
diseases such as cancer, but current therapeu-
tic approaches [antibodies, bispecific antibod-
ies, or chimeric antigen receptors (CARs)]
primarily rely on identifying malignant cells
by interaction with a single cancer-associated
antigen (Fig. 1A, left). These approaches, al-
though powerful in some cases, are limited,
because most cancer cells lack a single antigen
whose expression cleanly distinguishes them
from healthy cells (2). CAR T cells—which are
engineered to redirect cytotoxic activity against
a targeted extracellular antigen—have caused
toxic on-target off-tumor cross-reactions with
normal tissues in clinical trials (3–8), because
many potential CAR tumor antigen targets in
solid cancers are also found in normal epi-
thelial tissues. Bioinformatic analyses, however,
indicate that combinatorial antigen pattern
recognition could enable more-specific cancer

targeting (9–11). Thus,we aim to design tailored
recognitionprograms that exploit discriminatory
combinatorial features of target disease cells.
Engineered cell therapies are an opportune

platform for constructing combinatorial rec-
ognition programs, because, in principle,
multiple molecular recognition systems could
be assembled into higher-order cellular recog-
nition programs through coordinated intra-
cellular regulation (Fig. 1A, right). We previously
designed synthetic Notch (synNotch) receptors
that link an antigen recognition domain [e.g.,
a single-chain antibody (scFv)] to a transcrip-
tional regulatory domain, which, only upon
target antigen binding, induces expression of
a user-defined, genetically encoded payload
(12). By using a synNotch receptor to drive
expression of a CAR, directed against a second
antigen, we engineered a two-antigen AND
gate in which the circuit leads to T cell
activation and target cell killing only when
the target cell expresses both the synNotch
and CAR antigens on its surface (13). This
AND gate, however, represents only a small
fraction of the possible combinatorial recog-
nition circuits that could be engineered. In
this study, we used multiple synNotch recep-
tors as flexible regulatory connectors to daisy-
chain, or link together, a broader range of
receptors and outputs into circuits that can
achieve a more complete set of cell-cell rec-
ognition behaviors (Fig. 1A).
One simple but impactful recognition pro-

gram would integrate extracellular and intra-
cellular recognition (Fig. 1B). CAR T cells are
generally restricted to recognizing extracel-
lular antigens, which limits their ability to
read and harness the ~75% of the proteome
that is intracellular (including many cancer
antigens) (14). We designed such an external-
internal recognition circuit to recognizemel-
anoma cells. The intracellular melanocyte

antigen MART1 is presented on the cell sur-
face by major histocompatibility complexes
(MHCs). A T cell receptor (TCR) directed
against MART1 showed antimelanoma effects
in clinical trials, but anti-MART1 T cells also
induced severe rash or vitiligo, uveitis, and
hearing loss due to on-target off-tumor attack
of normalmelanocytes that also expressMART1
(Fig. 1C) (6). RNA sequencing data from 53
human melanoma cell lines (15, 16) shows
that many patient-derived melanoma lines
also overexpress the surface antigen MET
(hepatocyte growth factor receptor) (~50%of
samples with transcripts permillion > 5; fig. S1,
A and B), which is only weakly expressed in
normal adult melanocytes (17–19). Thus, a
recognition circuit that requires MET and
MART1 could be used to distinguish between
melanoma cells and normal melanocytes. We
constructedananti-METsynNotch→anti-MART1
[human leukocyte antigen A2 (HLA-A2)] TCR
circuit (fig. S1, C and D) and showed that,
unlike standard constitutive anti-MART1
T cells, CD8+ (killer) T cells expressing this
circuit did not show T cell activation, cyto-
kine production, proliferation, or killing di-
rected against normal adult melanocytes
(Fig. 1D and fig. S1, E and F). In contrast,
when challenged withMET+ (M202) patient-
derivedmelanoma cell lines, theMET→MART1
TCR T cells showed strong proliferation and
cytotoxicity against these MET+/MART1+

tumor cells (Fig. 1E). MET− (M262) melanoma
cell lines, however, did not activate these T
cells. MART1 TCR T cells and MET→MART1
TCR T cells had similar cytotoxic capability
against dual-antigen-positive targets, dem-
onstrating that the circuit’s increased pre-
cision does not sacrifice efficacy (Fig. 1E).
Thus, synNotch→TCR circuits can function
robustly, and they offer a general solution
for improving the specificity of therapeutic
TCRs [such asMART1 orMAGEA3 (melanoma-
associated antigen 3)] (fig. S1, G to I) with toxic
cross-reactivities.
scFvs raised against specific peptide-MHC

(pMHC) complexes have been used to engi-
neer CARs that detect MHC-presented intra-
cellular antigens (20). We used these anti-pMHC
scFvs as recognition heads for synNotch re-
ceptors (referred to as “inNotch” receptors)
(fig. S2A). As an example, we validated that
an inNotch receptor with an HLA-A2/AFP
(alpha-fetoprotein) recognition domain (20)
drives induction of a blue fluorescent pro-
tein (BFP) reporter in an antigen-dependent
manner (fig. S2B). We tested whether the anti-
HLA-A2/AFP inNotch receptor could be incor-
porated into AND gates regulating either CAR
or TCR expression. T cells engineered with
the anti-AFP inNotch controlling either an
anti-HER2 (human epidermal growth factor
receptor 2) CAR (internal→external circuit) or
anti-HLA-A2/NY-ESO1 (cancer/testis antigen 1)
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TCR (internal→internal circuit) acted as AND
gates and specifically killed the intended dual-
positive target cells (fig. S2, C to E).
A second broad and general class of com-

binatorial recognition strategy involves the

incorporation of negative antigen inputs. Recent
bioinformatic analysis indicates that negative
information (i.e., NOT gate antigens expressed
in normal tissues but not in the target cancer
cells) could be powerful in preventing toxic

cross-reactions (11). Earlier studies have ex-
plored the design of an inhibitory-CAR receptor
(iCAR) (21), which fuses NOT antigen recog-
nition domains with intracellular signaling
domains of immune inhibitory receptors to
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Fig. 1. SynNotch modules can be
used to daisy-chain multiple
receptor systems to design
diverse multi-input cell-cell
recognition circuits, including
combinatorial recognition of
internal and external antigens.
(A) Recognition of disease cells
currently focuses on individual
molecular recognition events
(e.g., antibodies and CARs). In
principle, cell therapies can be
engineered to integrate multiple
molecular recognition events into a
composite cellular recognition
program. Transcriptional connec-
tors, such as synNotch receptors,
provide a modular way to func-
tionally link multiple receptors.
Here the recognition layers are
composed of scFvs or similar
antigen binding molecules used by
CAR or synNotch receptors.
SynNotch receptors act as a
regulatory layer inducing antigen-
triggered expression of synthetic
transcription factors (in this case,
GAL4 or LEXA) that control cell
function within the output layer.
(B) Intracellular and extracellular
antigen information could be
integrated into a T cell recogni-
tion program by using a synNotch
receptor that drives expression
of a TCR. (C) MART1 TCR is
example of TCR that requires
additional inputs to eliminate
toxic cross-reactions—the TCR
targets both melanomas and
normal melanocytes (MART1 is
also referred to as MLANA). We
find that a subpopulation of
patient-derived melanoma cells also express additional tumor-associated antigens, such as MET (fig. S1A). (D) Experimental validation that anti-MET
synNotch→anti-MART1 TCR circuit improves discrimination of anti-MART1 TCR against normal melanocytes. Primary human CD8 T cells were engineered
with a constitutive anti-MART1 TCR or an anti-MET Gal4-VP64 synNotch→anti-MART1 TCR circuit. These T cells were cocultured at 1:1 effector: target cell
ratio (E:T) for varying times with primary human melanocytes that were HLA-A2+/MART1+/MET−. The supernatant from these cocultures was collected
at 24 hours and analyzed for interferon-g (IFN-g) levels via an enzyme-linked immunosorbent assay. After 5 days of coculture, remaining cells were collected
and T cell proliferation was determined by measuring CellTrace dye dilution via flow cytometry. synNotch→TCR circuit T cells showed no activation in response
to the normal melanocytes (cytokine production: n = 3, error bars are SD; N.D., not detected; *P < 0.01; proliferation: representative of three independent
experiments). In separate cell-killing experiments, melanocytes were labeled with CellTrace Far Red, and confocal microscopy images were taken after
coculture with constitutive or synNotch-induced MART1 TCR T cells. Representative images show that constitutive anti-MART1 TCR T cells cleared the primary
melanocytes, whereas neither untransduced nor synNotch→TCR circuit T cells showed any reactivity (see fig. S1E for larger images). (E) The anti-MET
synNotch→anti-MART1 TCR circuit is still effective at recognizing and killing MET+MART1+ melanoma cells. T cells with constitutive or synNotch-induced
MART1 TCR were cocultured with MET− (M262) as well as the MET+ (M202) cell lines at an E:T of 1:1. Cytotoxicity was measured by flow cytometry as the
number of tumor cells remaining compared with untransduced T cells after 48 hours, and proliferation was measured by dilution of CellTrace Far Red
after 5 days. *P < 0.01. Representative of three independent experiments.
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override CAR killing. However, these iCAR
receptors require very high levels of expres-
sion of both the iCAR and the NOT antigen
and have not proven to be highly robust. Thus,
it appears that directly overriding CAR activity
at the membrane-proximal signaling level is
challenging (21).
An alternative strategy for engineering a

NOT gate antigen input might be to override
T cell functiondownstream fromCARsignaling.
For example, potentCARTcell function requires
both T cell activation and proliferation. Thus,
an effective NOT gate strategy could be to direct
negative inputs to induce apoptosis, thereby
blocking critical T cell expansion. We there-
fore constructed a synNotch circuit that acti-
vated expression of the proapoptotic factor
tBID (truncatedBH3-interacting domain death
agonist) (fig. S3A). This circuit, which we refer
to as OFF-Notch, rapidly induced T cell death
when stimulated (fig. S3, B to E). To incorpo-
rate this OFF-Notch receptor as a NOT gate in
a three-antigen circuit that also includes anAND
gate requires two orthogonal synNotch platforms
with distinct transcriptional regulatory domains.
We found that GAL4-VP64 and LEXA-VP64
synNotch receptors could yield robust inde-
pendent responses with no cross-talk when
coexpressed in primary human T cells (fig. S4).
With these components in hand, we com-

bined an anti-HER2 NOT gate with an AND

gate [recognizing themodel antigensGFP (green
fluorescent protein, surface-expressed) and
CD19] (Fig. 2A). The composite circuit showed
the predicted target selectivity—when CD8+

T cells expressing the circuit were mixed with
K562 tumor cells engineered to express dif-
ferent combinations of the antigens HER2,
surface GFP, and CD19 (fig. S5), all tumor cells
expressing HER2 (NOT antigen) were spared
(Fig. 2B and fig. S6B). In contrast, only those
target cells expressing the on-target antigen
combination of surface GFP, CD19, and NOT
HER2 were killed. Selectivity was maintained
at the level of T cell proliferation—GFP+/CD19+

tumor cells induced potent T cell expansion
(3.7 ± 0.2 divisions), but this proliferation was
significantly blocked by target cells that also
expressed HER2 (in addition to GFP+/CD19+)
(1.9 ± 0.1 divisions, P = 0.0002) (Fig. 2C). Thus,
we were able to build a negative regulatory
circuit that counteracts CAR activity at a
downstream level (i.e., cell survival), effectively
blocking both killing and proliferation re-
sponses that play a key role in on-target off-
tumor toxicity. For clinical application of
this circuit, local induction of cell death must
be carefully balanced with sufficient expan-
sion in targeted tumor and CAR T cell efficacy,
and it may require induction of alternative
payloads that have a smaller effect on T cell
survival (fig. S3E).

Interestingly, this NOT gate worked best
when counteracting a positive AND gate cir-
cuit (synNotch→CAR) rather thanwhen coun-
teracting a constitutively expressed CAR (fig.
S6A). The delay required for antigen-induced
tBID expression (fig. S3, C and D) is likely too
long to effectively counteract the immediate
signaling of a constitutively expressed CAR.
Placing CAR expression under analogous
synNotch control likely works better because
the positive and negative branches of the
circuit are dynamically well matched—both
the CAR and tBID are induced at similar
time scales, allowing more even competition
between the pathways. Thus, matching ki-
netics is likely a critical design principle for
circuits incorporating both positive and nega-
tive regulation.
Multiantigen AND gates—circuits that re-

quire three or more antigens to trigger T cell
recognition and killing—are a third class of
recognition strategy. We reasoned that exten-
sible AND gate circuits could be built by com-
bining multiple orthogonal synNotch receptor
platforms. To construct a three-input AND
gate, we could use our Gal4- and LexA-based
synNotch platforms to recognize the first and
second priming antigens and a CAR to recog-
nize the third antigen. These receptor compo-
nents can be linked in different configurations,
akin to electronic circuits: in series (where
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Fig. 2. Engineering recognition cir-
cuits that combine positive and
negative logic by using synNotch
modules that drive opposing
outputs of activation and apoptosis.
(A) Design of a three-input circuit
integrating an AND gate with a NOT
gate to control T cell activation. The
anti-GFP LEXA synNotch induces
expression of the anti-CD19 CAR, and
the orthogonal anti-HER2 GAL4 syn-
Notch induces expression of proapop-
tosis protein tBID (“offNotch”). These
T cells must first bind surface GFP
to induce CAR expression and should
only activate and kill target cells if
the T cells sense both surface GFP and
CD19. If the T cells sense HER2, then
tBID induction will trigger apoptosis,
which should deplete the effector T cell
population and serve as an antigen-
dependent NOT gate to prevent target
cell killing. (B) Quantification of replicate target cell killing data gathered via flow cytometry after 1:1 E:T cocultures of varied times between engineered CD8
T cells with the circuit shown in (A) and K562 target cells expressing different combinations of CD19, surface GFP, and HER2. Although in the first 24 hours
the T cells kill some of the HER2/GFP/CD19+ off-target cells, there is no further killing at later time points. In contrast, the T cells continue to kill the GFP/CD19+

on-target cells over the 96-hour time course (n = 3, error bars are SD), *P < 0.01 compared with CD19+ control. Representative of three independent experiments.
(C) Histograms of T cells stained with CellTrace Violet dye in the coculture experiment described in (B) and processed via flow cytometry after 96 hours.
After 96 hours, cell counts (left) and CellTrace plots (right) show proliferation of T cells only in the presence of GFP/CD19+ target cells and NOT
HER2/GFP/CD19+ target cells (representative of at least three independent experiments) (n = 3, error bars are SD), *P < 0.01 compared with CD19+

control. See figs. S3 to S6 for more details on construction and analysis of this circuit and its components.
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synNotch A induces expression of synNotch B,
which in turn induces expression of CARC), or
in parallel (where synNotch A induces expres-
sion of part 1 and synNotch B induces expres-
sion of part 2 of a split CAR) (Fig. 3, A and B).
We engineered both such configurations,
using a first synNotch receptor that recognizes
epidermal growth factor receptor (EGFR) and
a second that recognizes MET. For the in-
series circuit, the dual synNotch cascade drove
expression of an anti-HER2 CAR (fig. S7A). For
the in-parallel circuit, the same two synNotch
receptors drove two different parts of a split

anti-HER2 CAR [in this case, part 1 was a se-
creted CAR adapter that had an anti-HER2
scFv linked to a peptide neo-epitope (PNE) tag
(22), and part 2 was a CAR that recognizes the
PNE tag] (fig. S9A).
The in-series three-input cascade circuit

showed precise recognition in multiple in
vitro assays, including cell killing and pro-
liferation (Fig. 3, C to E, and fig. S8C). These
T cell outputs were only observed when
presentedwith target cells expressing all three
of the required antigens. In contrast, the in-
parallel circuit was imperfect, showing partial

killing of one of the two antigen combinations
(EGFR+/HER2+) (fig. S9B). This is likely be-
cause of small amounts of leaky expression by
the anti-MET synNotch, such that when the
partner (anti-EGFR) synNotch is stimulated,
some amount of the complete anti-HER2 split
CAR is generated, resulting in killing ac-
tivity. The linkage of these same synNotch
receptors in series, which is predicted to
lead to multiplicative specificity, provides
an effective mechanism to suppress the im-
pact of individual receptor leakiness (23, 24),
although with slowed killing kinetics. We also
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Fig. 3. Multi-synNotch circuits:
Design and in vivo validation of
ultraprecise three-input AND gates.
(A) Target design of a three-input AND
gate circuit (must have EGFR, HER2,
and MET for activation). (B) Two
alternative design schemes for using
synNotch and CAR components to
build three-antigen AND gate recogni-
tion circuits. Both schemes use two
synNotch receptors, but akin to an
electrical circuit, the receptors can be
functionally arranged to be in-series or
in-parallel. The in-series three-input
circuit has a first synNotch receptor
(recognizes antigen 1) that, when
activated, induces expression of a
second synNotch receptor (recognizes
antigen 2), which in turn, when
activated, induces expression of a
CAR (recognizes antigen 3, the killing
antigen). In contrast, the in-parallel
circuit uses the two different synNotch
receptors (recognize antigens 1
and 2) to each induce components
of a split CAR, which only when coex-
pressed will recognize antigen 3
(killing antigen). See figs. S7 to S9 for
details on construction and testing
of both of these circuits and their
components. (C) Selective killing
by CD8+ T cells transduced
with the in-series three-input AND
gate circuit. T cells with the full EGFR
synNotch 1→MET synNotch 2→HER2
CAR circuit only killed K562 cells
expressing all three antigens (pink
line). No killing was observed of target
cells with two or fewer of the antigens.
Killing was measured by flow cytome-
try every 24 hours and normalized to effect of UnT CD8+ T cells (n = 3, error bars are SD). Representative of three independent experiments. (D) Selective
T cell activation, as measured by CD25 staining of T cells [as in (C)], was only seen when T cells were stimulated with K562 cells expressing all three
antigens. (E) Selective proliferation of three-input T cells (using CellTrace Far Red–stained T cells) was only observed under stimulation with K562 cells
expressing all three antigens, *P < 0.01 compared with HER2+ control. (F) In vivo validation of three-input T cells. These T cells selectively kill triple-antigen-
positive tumors while sparing double-antigen-positive tumors in a bilateral tumor mouse model. 5e6 K562 tumor cells were implanted into the flanks
of NSG mice (left flank: MET+/HER2+; right flank: MET+/HER2+/EGFR+). Seven days after tumor implantation, 3e6 control untransduced T cells or
MET-AND-EGFR in-series CAR T cells were administered by tail vein injection. Complete clearance of triple-antigen-positive tumor was seen, while tumor
lacking one of the priming antigens (EGFR) was spared (n = 5 mice, error bars are SEM, significance determined by Holm-Sidak t-test, *P < 0.05). Individual
mouse plots and 6e6 T cell dose plotted in fig. S10.
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identified other design principles for con-
structing efficient synNotch recognition cas-
cades, focusing on the sequence of deploying
the Gal4- and LexA-based receptors (Gal4
has stronger output than LexA) (fig. S7C).
We built versions of the synNotch cascade
with either order: Gal4→LexA (strong→weak)
or LexA→Gal4 (weak→strong) (fig. S7D). We
found that only the strong→weak cascade ef-
fectively propagated signal to yield detectable
output in response to multiantigen stimu-
lation (the importance of antigen density
to these designs is discussed in the sup-
plementary text section of the supplementary
materials). Thus, these synthetic receptor
cascades can be an effective way to integrate

multiple inputs, subject to several key design
constraints.
Given the precise in vitro function of this

three-input AND gate in-series circuit, we
tested whether T cells bearing this circuit
could selectively kill tumors in vivo using
mouse tumor models. We constructed target
K562 tumor lines thatwere eitherMET+/EGFR+/
HER2+ (target) or MET+/HER2+ (control) (fig.
S8A) and implanted them in a bilateral tumor
model in NSG mice (Fig. 3F). Both of these
tumors contain the CAR killing antigen
(HER2) and thus could be killed if the circuit
was substantially leaky. The three-input
AND gate T cells were administered by tail
vein injection and allowed to autonomously

explore and act on both tumors.We found that
the T cells showed the same precise recog-
nition observed in vitro—the three-input
T cells were able to rapidly clear the three-
antigen tumors, while ignoring the two-antigen
tumors on the opposing flank (Fig. 3F; see fig.
S10, B and C, for repeat experiment at differ-
ent dosage). These results show an extensible
strategy for building higher-input AND gate
recognition circuits.
A fourth recognition strategy that we ex-

plored involves building circuits with flexibility
of recognition. Although increasing selectivity
of recognition is generally desirable, intrinsic
heterogeneity or loss of particular antigens
could require increased flexibility of recognition
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Fig. 4. Diverse cell-cell recognition
schemes can be engineered using
synNotch integrative circuits.
(A) Three-input circuits that incorporate
AND and OR logic to introduce increased
recognition flexibility of alternative anti-
gens (in this case, recognition of [HER2
OR EGFR] AND MET). Alternative designs
involve use of either tandem CARs or
tandem synNotch receptors (each with
two antigen recognition domains).
Detailed scheme for constructing an OR-
AND three-input circuit using a tandem
synNotch receptor (see fig. S11 for more
detail). (B) Validating OR recognition
function of a tandem synNotch receptor
that recognizes both EGFR and HER2.
Primary human CD8 T cells were engi-
neered with an anti-EGFR synNotch, anti-
HER2 synNotch, or anti-HER2/EGFR
tandem synNotch controlling the
expression of a BFP reporter. All
synNotch receptors used a Gal4-VP64
transcription factor. These T cells were
cocultured at 1:1 E:T for 24 hours with
K562 target cells expressing HER2,
EGFR, or neither antigen as labeled.
Histograms of BFP levels measured via
flow cytometry show that the dual
synNotch specifically responds to either
HER2 OR EGFR positive target cells,
whereas the two single-antigen synNotch
receptors only respond to one of the
target cells (representative of three
independent experiments). (C) Efficient
OR killing output by CD8 T cells trans-
fected with the above circuit. T cells
efficiently kill target K562 cells that
express [MET and Her2] or [MET and EGFR], but not MET alone (n = 3, error bars are SD). (D) We demonstrate that three-antigen circuits can be engineered with
different user-desired recognition behaviors—one can engineer ultraprecise A-and-B-and-C or A-and-B-not-C circuits, or more-flexible recognition schemes that
tolerate heterogeneity in particular dimensions of antigen space [A-or-B]-and-C. It may now be possible to program therapeutic cells capable of recognizing any
possible combinatorial antigen signature desired. (E) T cells can be engineered with an assortment of diverse combinatorial antigen recognition circuits. Information
from up to three receptors targeting different antigen inputs can be integrated to generate highly specific recognition programs that integrate intracellular and
extracellular targets as well as AND, NOT, and OR logic. Such recognition circuits should also function in other engineered cell types. See fig. S12 for a summary
“periodic table” of general multiantigen cell-cell recognition circuits that are possible.
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in particular dimensions. Recent studies have
shown that tandem CARs—CARs with two
different antigen recognition heads—provide
a mechanism for engineering OR gates that
can kill on the basis of either of two possible
antigens (25–29). Such OR-killing functional-
ity could be achieved by having a synNotch
receptor induce expression of a tandem CAR.
We testedwhetherwe could also build tandem-
headed OR gate synNotch receptors and in-
corporate them into higher-order circuits to
accommodate priming antigen-specific recog-
nition flexibility (Fig. 4A). A tandem synNotch
receptor targeting EGFR and HER2 functions
well to induce reporter expression in response
to either individual target antigen (Fig. 4B).
We incorporated this tandem synNotch into a
three-antigen circuit (tandem synNotch→MET
CAR), yielding T cells that robustly kill target
cells that express MET combined with either
EGFR or HER2 (Fig. 4C). Thus, it is possible
to build OR gates into either synNotch or CAR
receptors, and synNotch→CAR AND gates
can flexibly recognize both priming and/or
killing antigens. This gives control of how
tightly or loosely a region of antigen-space
is targeted to optimize effective recognition
(Fig. 4D and fig. S13).
Together, these results show the power of

cellular engineering as opposed to molecular
engineering (21, 30, 31)—by engineering cel-
lular regulation, we can integrate multiple
molecular recognition events to achieve more
precise and robust recognition and discrimi-
nation of target cells (e.g., cancer cells). Com-
ponents such as synNotch do not carry out a
prespecified physiological output function
but rather execute the generic function of in-
ducing transcriptional expression. Thus, they
function as connectors that allow different
molecular recognition events and outputs to
be linked in different sequential configura-
tions. By combining molecular recognition

events with intracellular regulatory circuits,
a diverse array of selective recognition pro-
grams can be engineered. Here we show that
a sensor cell (for example, a therapeutic T cell)
can be flexibly engineered to recognize com-
binations of intracellular and extracellular
antigens and to integrate information from
one, two, or three antigens using AND/OR/
NOT logic (Fig. 4E). These modular and hier-
archically designed cell circuits are compati-
ble with new target antigens and new kinds
of molecular recognition platforms that may
emerge.
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RIBOSOME STRUCTURE

Elongational stalling activates
mitoribosome-associated quality control
Nirupa Desai1*, Hanting Yang1*, Viswanathan Chandrasekaran1*, Razina Kazi1,
Michal Minczuk2, V. Ramakrishnan1†

The human mitochondrial ribosome (mitoribosome) and associated proteins regulate the synthesis
of 13 essential subunits of the oxidative phosphorylation complexes. We report the discovery of
a mitoribosome-associated quality control pathway that responds to interruptions during elongation,
and we present structures at 3.1- to 3.3-angstrom resolution of mitoribosomal large subunits
trapped during ribosome rescue. Release factor homolog C12orf65 (mtRF-R) and RNA binding protein
C6orf203 (MTRES1) eject the nascent chain and peptidyl transfer RNA (tRNA), respectively, from stalled
ribosomes. Recruitment of mitoribosome biogenesis factors to these quality control intermediates
suggests additional roles for these factors during mitoribosome rescue. We also report related
cryo–electron microscopy structures (3.7 to 4.4 angstrom resolution) of elongating mitoribosomes
bound to tRNAs, nascent polypeptides, the guanosine triphosphatase elongation factors mtEF-Tu and
mtEF-G1, and the Oxa1L translocase.

M
itochondria are double-membrane or-
ganelleswith important roles inmetab-
olism and adenosine 5′-triphosphate
generation. They have retainedmany
features of their a-proteobacterial an-

cestry, including their own genome and ribo-
somes (mitoribosomes). We and others have
determined structures ofmitoribosomes from
various eukaryotes (1–4).Humanmitoribosomes
comprise a 39S large subunit (LSU) [52 proteins,
a 16S ribosomal RNA (rRNA) andmitochondrial
tRNAVal (mt-tRNAVal)] and a 28S small sub-
unit (SSU) (30 proteins and a 12S rRNA) and
synthesize 13 innermitochondrial membrane
proteins encodedbymitochondrialDNA.These
proteins are cotranslationally inserted into
the mitochondrial inner membrane by the
Oxa1L translocase, where they are assembled
with nuclear-encoded components into oxi-
dative phosphorylation complexes.
Little is known about mechanisms of co-

translational ribosome-associated quality con-
trol (RQC) in mitochondria and, if they exist,
whether they operate any differently from
those present in bacteria and the eukaryotic
cytosol (5). Stalling can occur at any step of
the translation cycle due to defective mRNAs,
including absent in-frame stop codons, trunca-
tions or inappropriate polyadenylation within
the protein-coding region (6), and tRNAmu-
tations or insufficiency (7). In these and other
cases, RQC is critical to maintain cellular ho-
meostasis by rescuing stalled ribosomes, pre-
venting proteinmisfolding and other aberrant
translation phenotypes (8, 9). Mitochondria,
however, lack counterparts to bacterial rescue
mechanisms such as trans-translation, strin-

gent control, and ArfA (10). ICT1, the presumed
mitochondrial ortholog of another bacterial
rescue factor, ArfB, was instead identified as
an integral component of the LSU (1, 3, 11). In
silico studies have proposed that other puta-
tive mitochondrial release factors may exist
in addition to the canonical termination factor
mtRF1a, but without biochemical evidence (10).
We reasoned that any attempt to induce

translational stalling might trap mitoribo-
somes at various stages of the translation cycle
in the act of nascent chain insertion into the
inner mitochondrial membrane and gen-
erate intermediates suitable for structural
analyses by cryo–electron microscopy (cryo-
EM). We therefore purified mitoribosomes
from a genetically engineered human cell line
that lacks 2′-5′ phosphodiesterase 12 (PDE12).
PDE12 facilitates the maturation of mt-tRNA,
mt-tRNALys in particular, by deadenylating
spurious poly(A) tails from mt-tRNAs and
restoring the 5′-CCA-3′. A PDE12 knockout
can therefore lead to aberrant polyadenylation
of the 3′ ends of mt-tRNAs and, consequently,
ribosome stalling (12). During purification,
we includedGMPPCP, a nonhydrolyzable GTP
analog, to prevent dissociation of guanosine
triphosphatases (GTPases) mtEF-G1 and mtEF-
Tu from mitoribosomes, and n-dodecyl b-D-
maltoside, to solubilizemitoribosomes anchored
to the mitochondrial inner membrane via the
Oxa1L translocase (13) (fig. S1). Exhaustive
classification of over 3 million mitoribosomes
imaged using cryo-EM yielded several struc-
tures at resolutions of 3.1 to 4.4 Å (table S1 and
figs. S2 to S4).
As expected, we observed a substantial pro-

portion of stalled mitoribosomes. We also
observed two classes of LSUs with attached
tRNA(s) and nascent polypeptide (Fig. 1). The
presence of a nascent chain attached to a
tRNA confirms that these classes represent

LSUs of ribosomes that have been split before
termination and nascent chain hydrolysis have
occurred. Therefore, they represent interme-
diates in a hitherto-unreportedmitoribosome-
associated quality control (mtRQC) pathway.
The first LSU class was resolved to 3.1-Å res-

olution and harbors both P- and E-site tRNAs
(Fig. 1A). The tRNAs are secured by bridging
interactions with elements of vicinal proteins
and other unassigned densities that span the
inter-tRNA space (fig. S5A). The E-site tRNA is
further stabilized by D-loop interactions with
uL1m, similar to those seen in bacterial and
mammalian structures (Fig. 1A, inset) (14). We
conclude that this class represents an early
mitoribosome-associated quality control inter-
mediate that has been split by an unknown
mechanism upon stalling.
The second LSU class, determined to 3.3 Å

resolution, represents a rescue intermediate
prior to hydrolysis of the nascent chain. The
resolution of this complex permitted unam-
biguous identification and modeling of two
proteins. The complex contains a peptidyl-
tRNA that has recruited a heterodimer of the
release factor homologC12orf65 (here renamed
mtRF-R, for mitochondrial release factor in
rescue) andMTRES1, a double-stranded RNA
(dsRNA) binding protein (Fig. 1, B and C, and
fig. S5B). There was excellent agreement be-
tween the protein sequences and most side-
chain densities (Fig. 1C). mtRF-R occupies the
A-site of the LSU next to the peptidyl tRNA,
whereasMTRES1wraps around the anticodon
stem-loop of the peptidyl tRNA (Fig. 2A and
fig. S6A). The two proteins interact via the
C-terminal helix of mtRF-R and the S4-like
domain of MTRES1. The observed binding of
mtRF-R and MTRES1 is consistent with their
coimmunoprecipitation from human embry-
onic kidney 293T cells (15).
mtRF-R structurally resembles the GGQ-

containing catalytic domain of the bacterial
release factors RF1 and RF2. Like RF1 and -2,
mtRF-R inserts a conserved GGQ motif into
the peptidyl transferase center (PTC) (Fig. 1D).
One major difference is that the C-terminal
helix of mtRF-R splits into two a helices (a1
and a2), whereas in bacterial release fac-
tors, the equivalent helix (a7) is continuous
(Fig. 2, A and B). The long a2 helix of mtRF-R,
which extends to contact MTRES1, is stabi-
lized by the tip of helix 69 of 16S rRNA (fig.
S6, A and B). In addition to the a2 helical
contacts, conserved Arg99 of the GGQ do-
main hydrogen-bonds with C-71 of the termi-
nal 3′-CCA, and Gln103 contacts position 1 of
the tRNA (fig. S6C).
The modeled residues of MTRES1 (129 to

216) bind the anticodon stem-loop of the
P-site tRNA as well as helix 69 rRNA and the
C terminus of the a2 helix of mtRF-R (figs. S6
and S7). MTRES1 was predicted to contain an
S4-like dsRNAbindingdomain (15). This region
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binds helix 69 and resembles the correspond-
ing domain of the Escherichia coli ribosomal
protein uS4, despite having only 15% sequence
identity (Fig. 2, C and D). Other regions out-
side the S4-like domain have diverged consid-
erably to confer tRNA and mtRF-R binding
ability. The conserved a1 and a2 helices of the
S4-like domain make specific contacts with
helix 69 of the 16S rRNA (fig. S6D). MTRES1
also interacts with a double-stranded region of
the peptidyl tRNA (fig. S6E), where stabilizing
contacts are made between positive residues
of b1 and b4 against the backbone of positions
24, 36, and37 of the tRNA.MTRES1 andmtRF-R
interact with each other predominantly using
the C termini of their respective a2 helices, via
a salt bridge and a network of hydrogen bonds
and hydrophobic interactions (fig. S6F).
Comparison of the two postsplitting classes

reveals the order of events along the mtRQC
pathway. We conclude that the first class is an
early postsplitting state of the LSU that serves
as the substrate for mtRF-R to bind the empty
aminoacyl site in the PTC. Concomitant bind-
ing and repositioning of the peptidyl tRNA
byMTRES1 (Fig. 2, A and B, compare peptidyl

tRNA positions) would eject the E-site tRNA
and allow the mtRF-R/MTRES1 heterodimer
to hydrolyze the nascent chain and extract the
tRNA. RQC pathways must target the small
population of stalled ribosomeswhile sparing
the majority of active ribosomes from futile
rescue. This pathway is specific for stalled and
split mitoribosomal LSUs because (i) actively
translating ribosomes rarely persist with an
empty A site, (ii) the kinked a1-a2 arrangement
of mtRF-R would sterically clash with an SSU
if present, and (iii) mtRF-R is stabilized by
packing against MTRES1, an ordered helix 69
of the 16S rRNA, and the peptidyl tRNA, all of
which are absent in empty LSUs.
In this LSU class undergoing rescue (Fig. 1B),

nascent chain hydrolysis has not occurred,
owing to unfavorable geometry between the
attacking and leaving groups (Fig. 1D) (16).
Although our map likely contains averaged
density frommanymitochondrial nascent pep-
tides, it is also consistent with a lysyl residue in
the PTC in a flipped position thatwe and others
have observed in mammalian cytosolic ribo-
somes stalled on poly(A) and with a polylysine
nascent chain (16). The e nitrogen of the glu-

tamine is methylated, as seen in other release
factors, but is ~4.8 Å away from the carbonyl
carbon of the lysyl residue, which is too far for
a nucleophilic attack on the ester bond and
could explain why the nascent chain has not
yet been hydrolyzed. Our structure raises the
question of whether mtRF-R can hydrolyze a
suitable substrate in vitro. Among the putative
mitochondrial release factors, only mtRF1a,
the canonical mitochondrial termination fac-
tor, and ICT1, a constitutive 39S protein, have
proven peptidyl-tRNA hydrolase activities, but
previous in vitro experiments that failed to de-
tect mtRF-R activity were performed without
MTRES1 and used intact bacterial 70S ribo-
somes as substrate (11, 17, 18). We therefore
reasoned, based on our structure, thatmtRF-R
too may hydrolyze bacterial ribosome-nascent
chains (RNCs) in vitro, provided that (i) 70S-
RNCs are first split into 50S-RNCs and (ii)
MTRES1 is also present. This is indeed the case
(fig. S8), showing thatmtRF-R acts as a release
factor on stalled LSU tRNA-nascent chains.
The importance of this rescue pathway is

highlighted by the facts that mtRF-R is es-
sential for mitochondrial protein synthesis
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Fig. 1. Structures of split mitoribosome
intermediates undergoing quality control.
(A) Overall structure of mitochondrial LSU
complexed with P, E tRNAs, nascent chain,
and elements of proteins of the large subunit.
(Inset) Packing interactions between the
D-loop of the E-site tRNA and the L1 stalk.
(B) Overall structure of mitochondrial LSU in
complex with a P tRNA, nascent chain, mtRF-R,
and MTRES1. (C) Map–model fits for MTRES1
(left) and mtRF-R (right). The N (blue) and
C (red) terminals are indicated. The good local
resolution permitted unambiguous assignment
of the backbone and most side chains (shown as
lines). (D) Close-up view of the ribosomal
PTC, showing cryo-EM density for interactions
between the CCA end of the P tRNA and the
GGQ domain of mtRF-R poised to hydrolyze
the nascent chain.
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(19, 20) and that mutations lead to human
disease phenotypes, especially the triad of
optic atrophy, peripheral neuropathy, and
spastic paraparesis (10). Autosomal reces-
sive mutations result in mtRF-R truncations,
the extent of which largely, but not exclusively,
correlates with severity of disease (17, 19, 20)
(fig. S9). At the same time, MTRES1-knockout
human cells exhibit reduced mitochondrial
translation and oxidative phosphorylation de-
ficiency (15).
The mtRF-R/MTRES1 mtRQC pathway is

reminiscent of, but differsmechanistically from,
the eukaryotic cytosolic system of the yeast
tRNAendonucleaseVms1 (ANKZF1 inhumans)
and the ABCF-type adenosine triphosphatase
Arb1 (21, 22). Both systems address the cellu-
lar need to release nascent chains from stalled
ribosomal large subunits but operate via nas-
cent chain hydrolysis and tRNA nucleolytic
cleavage, respectively. Analogously to bacterial
andmammalian RQC, the mt-mRNA and nas-
cent chain must be extracted after hydrolysis
and targeted for degradation.
Previous work identified a module of three

factors, MALSU1 (mitochondrial assembly of

ribosomal large subunit 1; C7orf30), L0R8F8,
and mt-ACP (mitochondrial acyl carrier pro-
tein), that functions during mitoribosome bio-
genesis to bind immature LSUs and prevent
premature subunit association (23). Intrigu-
ingly, we find the same MALSU1/L0R8F8/mt-
ACPmodule on both the early postsplitting and
later rescue intermediates (Fig. 1, A and B),
suggesting that themodule is recruited to block
subunit joining during tRNAandnascent chain
removal from the split LSU. Other regulatory
factors, such as eukaryotic translation initia-
tion factor 6 (eIF6), ABCE1, and eIF3, prevent
premature subunit joining during ribosome
biogenesis, initiation, and ribosome recycling
after termination, as well as after ribosome
rescue (23–27). We propose that the MALSU1/
L0R8F8/mt-ACPmodule functions during both
biogenesis and rescue by preventing subunits of
mitoribosomes from associating prematurely.
In addition to the two rescue pathway in-

termediates described above, our dataset also
captured all of the main states during normal
translational elongation bymitoribosomes, ex-
cept for one (Fig. 3 and 4). One intermediate
(Fig. 3A and fig. S10A) stalls with an empty

A site and is likely rescued bymtRQC. Another
observed class captures a state during decod-
ing (Fig. 3B and fig. S10B) and contains a pre-
accommodatedmt-tRNAdelivered to the A site
of the mitoribosome by mtEF-Tu•GMPPCP.
Themitochondrial ternary complex (figs. S10C
and S11, A to C) closely resembles the equiv-
alent GMPPCP-bound complex on the bacterial
ribosome. The decoding nucleotides A1561
and A1562 of helix 44 in the 12S rRNA (E. coli
A1492 and A1493) both flip out to read the
minor groove of the double-stranded helix
formed between the +1, +2, and +3 A-site
mRNA nucleotides and the anticodon of the
A/T tRNA (figs. S10B and S11D). As in other
ribosomes, correct decoding induces domain
closure, a large-scale movement of the body
of the SSU that activates GTP hydrolysis and
tRNA accommodation (28).
Domain closure is also observed in mito-

ribosomes with an accommodated cognate
tRNA in the A site (A/A, P/P, E/E) (Fig. 3C)
but not in ribosomes with an empty A site
(Fig. 3A). The poor local resolution in the
former class precluded direct visualization of
the ester bond between either tRNA and the
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Fig. 2. Comparison of mtRF-R and MTRES1
with bacterial homologs. (A) mtRF-R
(orange) and MTRES1 (dark pink) together
resemble domains II and III in bacterial RF2.
The peptidyl tRNA has been repositioned
toward the E site (dotted arrow), and the long
a2 helix of the GGQ domain binds MTRES1,
which wraps around the peptidyl tRNA. (B)
Bacterial class I release factor (domain I, blue;
domain II, pink; domain III, orange; domain IV,
pale yellow) in the A site of a terminating 70S
ribosome. The peptidyl tRNA (green) and
mRNA (pale blue) are also shown. The asterisk
indicates the PXT motif that recognizes the
stop codon (PDB 5MDV). (C) Comparison of
E. coli uS4 and human MTRES1. The structurally
conserved dsRNA binding region is shown
in blue. Note that the rest of the proteins
are topologically different (magenta versus
dark pink). (D) Structure-based alignment and
secondary structure of the two proteins.
Abbreviations for the amino acid residues
are as follows: A, Ala; C, Cys; D, Asp; E, Glu;
F, Phe; G, Gly; H, His; I, Ile; K, Lys; L, Leu;
M, Met; N, Asn; P, Pro; Q, Gln; R, Arg; S, Ser;
T, Thr; W, Trp; and Y, Tyr.
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nascent chain, but the absence of a P/E hybrid
tRNA implies that peptidyl transfer has not
yet occurred. Particles in which peptidyl trans-
fer has already occurred are also present in
the dataset, resulting inmitoribosomes in the
rotated-1 state with A/A and P/E tRNAs (Fig.
3D). mRNA, tRNA, rRNA, and protein inter-
actions observed in the mtEF-Tu–bound map
(Fig. 3B and figs. S10B and S11D) are preserved
in the decoding center of the mitoribosome
bound to A, P, and E tRNAs (Fig. 3C).
By contrast, decoding centers of stalledmito-

ribosomes were markedly rearranged (Fig. 3A,
inset, and fig. S10A). In the absence of PDE12,
these ribosomes have likely stalledwith AAG or
AAA codons in the A site (12). Consecutive AAA
codons such as those in poly(A) tails have a
particular propensity to base-stack in the de-
coding center even without stabilizingWatson-
Crick base-pairing interactions with an A-site
anticodon (16). Thus, our map would also be
consistent with stalling on poly(A) stretches
of mitochondrial mRNAs. As seen previously
in cytosolic ribosomes, base-stacked poly(A)
nucleotides induce A1562 but not A1561 to flip
out and participate in the stack. The stack is
capped at the 3′ end by C1485.
After peptidyl transfer, the GTPase mtEF-G1

translocates the A/P and P/E hybrid tRNAs
(rotated-2) into the P/P and E/E states, respec-
tively, accompanied by a corresponding move-
ment of the mRNA. We determined a 3.7-Å
resolution structure of anmtEF-G1•GMPPCP–
bound mitoribosome in the posttranslocation
state with P/P and E/E tRNAs and a nascent
polypeptide chain (Fig. 3E).
The bacterial elongation factor EF-G•GTP is

bifunctional and not only translocates mRNA-
tRNA through the ribosome but also recycles
the ribosome after termination, in conjunc-
tion with ribosome release factor. In human
mitochondria, these roles are fulfilled by two
EF-G paralogs, mtEF-G1 andmtEF-G2, respec-
tively (29). mtEF-G1 is a homolog of bacterial
EF-G with an identical five-domain architec-
ture (fig. S10D and S11, E to H) (30). The GTP
binding domain I(G) is in a prehydrolysis con-
formation, as previously described for bacteria
(30). Switch loops I and II are ordered around
the bound GMPPCP (fig. S11G, inset).
Electron cryotomographic studies have ob-

served humanmitoribosomes at the mitochon-
drial inner membrane, likely in complex with
the translocase Oxa1L (13). A direct connec-
tion betweenmitoribosomes andOxa1Lwould
facilitate cotranslational insertion of mito-
chondrial proteins. To investigate nascent chain
translocation, we performed focused classifi-
cation with signal subtraction (FCwSS) on the
ribosomal exit tunnel by using particles from
the whole dataset (fig. S3). Oxa1L was present
in our samples as confirmed by Western im-
munoblotting and mass spectrometry (fig. S1,
B and C) and is also seen in both LSU and
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Fig. 3. Structures of active and stalled elongation intermediates. (A) Structure of an elongating
mitoribosome stalled with an empty A site and bound to P- (green) and E-site (yellow) tRNAs. (Inset)
Close-up view of interactions between the mRNA (pale blue) and decoding bases of the 12S rRNA (yellow).
(B) Elongating mitoribosome-nascent chain complex during decoding of an incoming A/T tRNA (purple)
bound to mitochondrial elongation factor Tu (mtEF-Tu). The arrow indicates the direction of translation.
(C) Canonical state bound to A, P, and E tRNAs. (D) Rotated-1 state with A/A and P/E tRNAs. The nascent
chain is attached to the A/A tRNA, but the ester bond is not seen due to poor resolution. These coordinates
were not deposited. (E) Posttranslocated state bound to mitochondrial elongation factor G1 (mtEF-G1).
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monosome maps (figs. S3 and S12A), provid-
ing evidence that normal translational elon-
gation as well as rescue and recycling occur
during nascent chain insertion into the mito-
chondrial inner membrane. The best map of
Oxa1Lwas obtained from one additional round
of FCwSS around the exit tunnel on the 39S
particles and refined to 3.1 Å (fig. S3 and S12).
Most of Oxa1L was at low resolution, presum-
ably due to inherent flexibility, and we could
only model the C-terminal tail as alanines.
Oxa1L contacts two mitoribosomal proteins,
uL24m and mL45. The C-terminal tail (30 res-
idues) wraps over the surface of uL24m (fig.
S12B). On the other side of the exit tunnel, it
contacts an a helix of mL45. The nascent chain

can be traced from the 3′-CCA of the P-site
tRNA throughout the polypeptide tunnel and
as it emerges from the tunnel exit, but it be-
comes disordered before contacting Oxa1L.
A paradigm shift occurred in the field of

translation when it was discovered that cells
use the translation machinery itself to detect
errors and activate quality controlmechanisms.
Although the existence of quality control in
mitochondria was predicted on the basis of
analogy with bacteria and eukaryotic cyto-
sol, very little was known about themolecular
mechanisms. Our discovery of a mitoribosome-
associated quality control pathway (Fig. 4,
bottom) and structural characterization of
elongating mitoribosomes (Fig. 4, top) now

set the stage to understand the regulation
of mitochondrial translation. We also demon-
strate that exhaustive in silico classification
of large cryo-EM datasets can serve as a via-
ble alternative strategy to uncover processes
involved in translation in the absence of suit-
able in vitro tools.
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CORONAVIRUS

REGN-COV2 antibodies prevent and treat SARS-CoV-2
infection in rhesus macaques and hamsters
Alina Baum1, Dharani Ajithdoss1, Richard Copin1, Anbo Zhou1, Kathryn Lanza1, Nicole Negron1,
Min Ni1, Yi Wei1, Kusha Mohammadi1, Bret Musser1, Gurinder S. Atwal1, Adelekan Oyejide1,
Yenny Goez-Gazi2, John Dutton2, Elizabeth Clemmons2, Hilary M. Staples2, Carmen Bartley2,
Benjamin Klaffke2, Kendra Alfson2, Michal Gazi2, Olga Gonzalez2, Edward Dick Jr.2,
Ricardo Carrion Jr.2, Laurent Pessaint3, Maciel Porto3, Anthony Cook3, Renita Brown3,
Vaneesha Ali3, Jack Greenhouse3, Tammy Taylor3, Hanne Andersen3, Mark G. Lewis3,
Neil Stahl1, Andrew J. Murphy1, George D. Yancopoulos1, Christos A. Kyratsous1*

An urgent global quest for effective therapies to prevent and treat coronavirus disease 2019
(COVID-19) is ongoing. We previously described REGN-COV2, a cocktail of two potent neutralizing
antibodies (REGN10987 and REGN10933) that targets nonoverlapping epitopes on the severe
acute respiratory syndrome coronavirus 2 (SARS-CoV-2) spike protein. In this report, we evaluate
the in vivo efficacy of this antibody cocktail in both rhesus macaques, which may model mild
disease, and golden hamsters, which may model more severe disease. We demonstrate that
REGN-COV-2 can greatly reduce virus load in the lower and upper airways and decrease
virus-induced pathological sequelae when administered prophylactically or therapeutically in
rhesus macaques. Similarly, administration in hamsters limits weight loss and decreases lung
titers and evidence of pneumonia in the lungs. Our results provide evidence of the therapeutic
potential of this antibody cocktail.

F
ullyhumanmonoclonal antibodies (mAbs)
are a promising class of therapeutics
against severe acute respiratory syndrome
coronavirus 2 (SARS-CoV-2) infection (1).
To date, multiple studies have described

the discovery and characterization of potent
neutralizing mAbs targeting the spike glyco-
protein of SARS-CoV-2 (2–11). However, evalua-
tion of the efficacy of these antibodies in vivo
is only beginning to emerge and has largely
focused on the prophylactic setting (6, 10, 12).
Furthermore, because the animal models of
SARS-CoV-2 infection and coronavirus dis-
ease 2019 (COVID-19) are still being developed,
no single model has emerged as being more
relevant for human disease. Indeed, based
on the extremely diverse manifestations of
COVID-19 in humans, multiple animal models
may be needed to mimic various settings of
human infection. The rhesus macaque model
is widely used to assess efficacy of therapeu-
tics and vaccines and displays a transient and
mild course of the disease (13–20). On the con-
trary, the golden hamster model manifests a
much more severe form of the disease, accom-
panied by rapid weight loss and severe lung
pathology (21–23).
We previously described a cocktail of two

fully human antibodies, REGN10933 and
REGN10987, that bind to spike protein, po-
tently neutralize SARS-CoV-2, and were se-

lected as components of an antiviral antibody
cocktail (REGN-COV2) to safeguard against
mutational virus escape (8, 9). In this study,
we used two different animal models, rhesus
macaque and golden hamster, that capture
the diverse pathology of SARS-CoV-2 infec-
tion and evaluated the in vivo efficacy of this
antibody cocktail when used prophylac-
tically or therapeutically. This assessment
allows us to compare the performance of
the antibodies in diverse disease settings
to more comprehensively understand the
mechanisms by which mAb therapies may
limit viral load and pathology in infected
individuals.
To evaluate the ability of REGN-COV2 to

protect rhesus macaques from SARS-CoV-2
infection, we initially assessed the impact of
antibody administration before virus chal-
lenge [nonhuman primate (NHP) study 1].
Six animals were dosed with REGN-COV2 at
50 mg per kilogram of body weight (mg/kg)
(25 mg/kg of each antibody) and six with
placebo through intravenous administration
and challenged with 1 × 105 plaque-forming
units (PFU) of virus through intranasal and
intratracheal routes 3 days after mAb dosing.
Because of the relatively transient nature of
the SARS-CoV-2 infection in rhesus maca-
ques, the in-life portion of the study was lim-
ited to 5 days. To determine the impact of
mAb prophylaxis on viral load in the upper
and lower airways, we collected nasopha-
ryngeal swabs on a daily basis and bron-
choalveolar lavage (BAL) fluid on days 1, 3,
and 5 after challenge (Fig. 1A). Both genomic
RNA (gRNA) and subgenomic RNA (sgRNA)

(which is made during replication) were mea-
sured to assess the impact of mAb prophy-
laxis on the dynamics of viral replication;
whereas gRNA may reflect remaining viral
inoculum as well as newly replicating virus,
sgRNA should only result from newly repli-
cating virus. For placebo-treated animals,
the kinetics of viral load measures was as
previously reported, with a peak in viral load
on day 2 after challenge, although the ma-
jority of animals were still positive for viral
RNA in nasal swabs on day 5; even though
the kinetics of gRNA and sgRNAwere similar,
sgRNA levels were about a hundred-fold lower,
consistent with what others have reported
(6, 15, 16, 18). For animals receiving REGN-
COV2 prophylaxis, we observed accelerated
clearance of gRNA with almost complete ab-
lation of sgRNA in the majority of the ani-
mals, showing that REGN-COV2 can almost
completely block establishment of virus in-
fection; this pattern was observed across all
measurements in both nasopharyngeal swabs
and BAL compared with that from placebo
animals, demonstrating that mAbs admin-
istered prophylactically can greatly reduce
viral load in both the upper and lower airways
(Fig. 1B).
A second prophylatic study (NHP study 2)

was designed to test whether REGN-COV2
could protect against a 10-fold higher viral
inoculum (1.05 × 106 PFU) and compared four
animals treated with the 50 mg/kg dose of
REGN-COV2 (25mg/kg of each antibody) with
four animals treated with a much lower dose
of 0.3 mg/kg and four animals that were ad-
ministered placebo (Fig. 2A). Nasopharyn-
geal and oral swabs were collected and used
to measure viral gRNA and sgRNA. BAL
samples were not collected in this study to
minimize the potential impact of the pro-
cedure on histopathological analysis of the
lung tissue. We observed that 50 mg/kg of
REGN-COV2 administered 3 days before
virus challenge was once again able to min-
imize virus replication even when animals
were challenged with this 10-fold higher viral
inoculum (Fig. 2B), whereas the prophylac-
tic effect was greatly diminished with the
0.3 mg/kg dose. Interestingly, in this study
we observed an increased impact of mAb
treatment on viral load in oral swabs versus
nasopharyngeal swabs, potentially indicat-
ing that mAb treatment may affect different
physiological sources of virus replication
differentially. Additional studies in animal
models and humans will be needed to as-
sess this.
Next, we assessed the impact of REGN-COV2

in the treatment setting by dosing four ani-
mals challenged with the higher 1 × 106 PFU
of SARS-CoV-2 virus at 1 day after infection
with 25 or 150 mg/kg of the antibody cock-
tail (Fig. 2A). By day 1 after challenge, the
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animals had already reached peak viral load,
as measured by both gRNA and sgRNA,
mimicking a likely early treatment clinical
scenario of COVID-19 disease, because it has
been shown that most SARS-CoV-2–infected
individuals reach peak viral loads relatively
early in the disease course and often before
or just at the start of symptom onset (24, 25).
Compared with four placebo treated ani-
mals, REGN-COV2–treated animals displayed
accelerated viral clearance in both nasopha-
ryngeal and oral swab samples, including
both gRNA and sgRNA samples (Fig. 2C),
clearly demonstrating that the monoclonal
antibody cocktail can affect virus load even
when administered after infection. Similar
to the prophylactic study, the decrease in
viral load appeared more dramatic in oral
swabs versus nasopharyngeal swabs. Both
treatment groups displayed similar kinetics
of virus clearance, suggesting that 25 and
150 mg/kg doses demonstrate similar effi-
cacy in this study. The treated animals in the
150 mg/kg group displayed about 10-fold
higher titers on day 1, at the time of mAb ad-
ministration, therefore potentially masking
an enhanced effect of a higher drug dose. A
similar impact of mAb treatment was ob-
served on gRNA and sgRNA for both naso-
pharyngeal and oral samples, indicating that
the mAb treatment is directly limiting viral
replication in these animals (Fig. 2C).
The two antibody components of REGN-

COV2 were selected to target nonoverlapping
sites on the spike protein to prevent selec-
tion of escape mutants, which were readily
detectable with a single-mAb treatment (9).
To assess whether any signs of putative es-
cape mutants are observed in an in vivo set-
ting with authentic SARS-CoV-2 virus, we
performed RNA sequencing (RNA-seq) anal-
ysis on all RNA samples obtained from all
animals from the study. Analysis of the spike
protein sequence identified mutations in
NHP samples that were not present in the
inoculum virus (fig. S1), further indicating
that the virus is actively replicating in these
animals. However, we did not observe any
mutations that were specific to treated ani-
mals; all identified mutations were present
either in the inoculum or in both treated
and placebo animals, indicating that they
were likely selected as part of virus repli-
cation in NHPs and were not selected by
mAb treatment.
We next performed pathology analyses

of the lungs of infected animals. All four
placebo monkeys showed evidence of lung
injury, which was characterized in three
monkeys by interstitial pneumonia (Fig. 2D),
with minimal to mild infiltration of mono-
nuclear cells (lymphocytes and macrophages)
in the septa, perivascular space, and/or pleura.
In these three animals, the distribution of
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study 1). (A) Overview of study design. d, day. (B) Impact of REGN-COV2 prophylaxis on viral gRNA and sgRNA in
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lesions was multifocal and involved two to
three of the four lung lobes. Accompanying
these changes were alveolar infiltration of
lymphocytes, increased alveolar macrophages,
and syncytial cells. Type II pneumocyte hyper-
plasia was also observed in occasional al-
veoli. In the fourth placebo monkey, lung
injury was limited to type II pneumocyte hy-
perplasia, suggestive of a reparative pro-
cess secondary to type I pneumocyte injury.
Overall, the histological lesions observed
in the placebo animals were consistent with
an acute SARS-CoV-2 infection. In the pro-
phylactic groups, three of four animals in
the low-dose (0.3 mg/kg) and one of four
animals in the high-dose (50 mg/kg) groups
showed evidence of interstitial pneumonia
(table S1) that was generally minimal and
with fewer histological features when com-
pared with that of the placebo group. In
the one affected high-dose group animal,
only one of the four lung lobes had a mini-
mal lesion. In the therapeutic treatment
groups, two of four low-dose (25 mg/kg) and
two of four high-dose (150 mg/kg) treated
animals showed evidence of interstitial pneu-
monia. In all affected low- and high-dose
animals, only one of four lung lobes had
lesions. Finally, there were no drug-related
toxicities observed at any of the doses tested.
In summary, the incidence of interstitial pneu-
monia (the number of animals as well as
the number of lung lobes affected) and the
severity were reduced in both prophylactic
and therapeutic treatment modalities com-
pared with placebo. The analyses demonstrate
that prophylactic and therapeutic adminis-
tration of REGN-COV2 greatly reduced virus-
induced pathology in rhesus macaques and
showed a clean safety profile.
Unlike rhesus macaques, which present

with a mild clinical course of disease and
transient virus replication when infected
with SARS-CoV-2 that may mimic mild
human disease, the golden hamster model
is more severe, with animals demonstrat-
ing readily observable clinical disease, in-
cluding rapid weight loss accompanied by
very high viral load in the lungs, as well as
severe lung pathology. Thus, this model
may more closely mimic more severe dis-
ease in humans, although more extensive
characterization of this model and severe
human disease is needed to better under-
stand similarities and differences in path-
ology. To evaluate the ability of REGN-COV2

to alter the disease course in this model, we
designed a study that evaluated the prophy-
lactic and treatment efficacy of the anti-
bodies (Fig. 3A). In the prophylactic study,
25 hamsters were divided into five arms
(five animals in each). Administration of 50,
5, or 0.5 mg/kg of REGN-COV2 at 2 days
before challenge with a 2.3 × 104 PFU dose
of SARS-CoV-2 virus resulted in dramatic
protection from weight loss at all doses. This
protection was accompanied by decreased
viral load in the lungs at the end of the study
in the majority of treated animals (day 7
after infection) (Fig. 3C). Evaluation of lung
tissue from infected hamsters that were pro-
phylactically treated with placebo or iso-
type control drug revealed distorted alveoli
lined by swollen, hyperplastic type II pneu-
mocytes interspersed with occasional type I
single-cell necrosis and alveolar spaces that
were filled with large numbers of lympho-
cytes, macrophages, and neutrophils, oc-
casional syncytial cells, and hemorrhage.
These changes were accompanied by variably
severe interstitial pneumonia character-
ized by mixed-cell inflammation (lympho-
cytes, macrophages, and neutrophils) in
the alveolar septa and perivascular spaces
accompanied by edema and septal fibrosis.
The severity and incidence of alveolar infiltra-
tion and interstitial pneumonia were greatly
reduced in animals that received REGN-
COV2 (Fig. 3D). Compared with placebo- and
isotype-treated animals, the percent area
of pneumonia in the lungs determined using
HALO image analysis software was signifi-
cantly reduced in all REGN-COV2–treated
animals irrespective of doses. Intriguing-
ly, we did observe high gRNA and sgRNA
levels in the lungs of a few treated animals,
although these individual animals did not
show decreased protection from weight loss
or more extensive pathology than the ani-
mals with much lower viral loads. It is pos-
sible that mAb treatment may provide an
additional therapeutic benefit in this mod-
el that is not directly associated with viral
load decrease. Alternatively, it is possible that
the increased amounts of detected viral RNA
may not necessarily be associated with in-
fectious virus. Because viral replication and
lung pathology in the hamster model occur
very rapidly, the treatment setting repre-
sents a high bar for demonstrating ther-
apeutic efficacy. We used 25 hamsters (five
in each of five arms) in a therapeutic study

and were able to observe therapeutic bene-
fit in animals treated with 50 and 5 mg/kg
doses of REGN-COV2 combination 1 day after
viral challenge (Fig. 3B). Taken together,
the two hamster studies clearly demonstrate
that REGN-COV2 can alter the course of in-
fection in the hamster model of SARS-COV-2
when administered either prophylactically
or therapeutically.
In this study, we assessed the in vivo pro-

phylactic and treatment efficacy of the REGN-
COV2 mAb cocktail in two animal models,
one of mild disease in rhesus macaques
and one of severe disease in golden ham-
sters. Our results demonstrate that the anti-
bodies are efficacious in both animal models,
as measured by reduced viral load in the
upper and lower airways, by reduced virus-
induced pathology in the rhesus macaque
model, and by limited weight loss in the
hamster model.
The ability of REGN-COV2 to almost com-

pletely block detection of subgenomic species
of SARS-COV-2 RNA in rhesus macaques
matches or exceeds the effects recently shown
in vaccine efficacy studies using the same
animal models (18–20, 26, 27). Addition-
ally, the observed accelerated reduction of
upper-airway virus load in rhesus maca-
ques treated with REGN-COV2 contrasts
with the lack of impact on viral load in
remdesivir-treated animals, where reduced
viral load could only be observed in lower
airways with no differences in nasal viral
RNA levels (28). These findings highlight
the therapeutic potential of REGN-COV2
to both protect from and treat SARS-COV-2
disease. Additionally, the impact of REGN-
COV2 prophylaxis on viral RNA levels in
nasopharyngeal and oral swabs may indi-
cate the potential not only to prevent disease
in the exposed individual but also to limit
transmission.
Importantly, in our studies, we did not

observe any signs of increased viral load or
worsening of pathology in the presence of
antibodies at either high or low doses in
either animal model. Potential for antibody-
mediated enhancement of disease is a seri-
ous concern for antibody-based therapeutics
and vaccines. And although a recent report
showed the ability of some anti-spike mAbs to
mediate pseudovirus entry into Fcg receptor–
expressing cell lines, these data do not ad-
dress whether similar behavior would be
observed with authentic SARS-CoV-2 virus
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Fig. 2. Prophylactic and therapeutic efficacy of REGN-COV2 in the
rhesus macaque model of SARS-CoV-2 infection (NHP study 2).
(A) Overview of study design. (B) Impact of REGN-COV2 prophylaxis on
viral gRNA and sgRNA in nasopharyngeal swabs and oral swabs [Study A,
as shown in (A)]. (C) Impact of REGN-COV2 treatment on viral gRNA
and sgRNA in nasopharyngeal swabs and oral swabs [Study B, as shown in

(A)]. In (B) and (C), the numbers in the graph legends represent animal
codes, and the dotted lines indicate limit of detection (LOD = 800 GE/ml
for gRNA and LOD = 800 SGE/ml for sgRNA). (D) Representative
images of histopathology in lungs of treated and placebo animals. The
black arrows point to inflammatory cells. For detailed statistical analysis,
refer to tables S2 and S3.
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and primary immune cells (29). Our results
are consistent with no evidence of enhanced
disease in clinical studies that assess convales-
cent plasma therapy (30).
Similarly to most in vivo data generated

to date, our in vivo studies were conducted
with the D614 spike protein variant of the
SARS-CoV-2 virus. A global shift in circulating
SARS-CoV-2 to the D614G variant will likely
necessitate a transition to use of that variant
for in vitro and in vivo studies with SARS-

CoV-2 virus in the future (31). It is yet not
established if pathogenicity and replication
dynamics of this variant differ in vivo, and it is
equally unclear whether there is an associa-
tionwith severity of human infections (32–34).
Importantly, we have previously demonstrated
that the neutralization potency of REGN10933
and REGN10987, as well as the REGN-COV2
combination, was not altered in the pres-
ence of this variant, making it likely that the
efficacy of the REGN-COV2 combination will

extend to the 614G virus (8, 35). Our data
provide evidence that REGN-COV2–based
therapy may offer clinical benefit in both
prevention and treatment settings of COVID-19
disease, where it is currently being evaluated
(clinicaltrials.govNCT04426695, NCT04425629,
and NCT04452318).
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Fig. 3. Efficacy of REGN-COV2 in treatment and prophylaxis in the
golden Syrian hamster model of SARS-CoV-2 infection. (A) Overview of
study design. (B) Impact of REGN-COV2 on weight loss in prophylaxis
and treatment groups. Error bars represent mean with error. IgG1,
immunoglobulin G1. (C) Impact of REGN-COV-2 prophylaxis on levels of
gRNA and sgRNA in hamster lungs (7 days after infection). No statistical
significance was observed between any treatment groups and placebo.

The dotted lines indicate limit of detection (LOD = 200 GE/ml for gRNA
and LOD = 200 SGE/ml for sgRNA), and error bars represent median
with 95% confidence intervals. (D) Impact of REGN-COV2 prophylaxis on
percent area of lung exhibiting pathology typical of pneumonia (****p <
0.0001 indicates significant differences). Error bars represent median
with 95% confidence intervals. For detailed statistical analysis, refer
to tables S4 and S5.
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SEX DETERMINATION

A chimeric gene paternally instructs female sex
determination in the haplodiploid wasp Nasonia
Yuan Zou1, Elzemiek Geuverink1, Leo W. Beukeboom1, Eveline C. Verhulst1,2,3*, Louis van de Zande1*†

Various primary signals direct insect sex determination. In hymenopteran insects, the presence of
a paternal genome is needed to initiate female development. When absent, uniparental haploid males develop.
We molecularly and functionally identified the instructor sex-determination gene, wasp overruler of
masculinization (wom), of the haplodiploid wasp Nasonia vitripennis. This gene contains a P53-like domain
coding region and arose by gene duplication and genomic rearrangements. Maternal silencing of wom
results in male development of haploid embryos. Upon fertilization, early zygotic transcription from the
paternal wom allele is initiated, followed by a timely zygotic expression of transformer (tra), leading to
female development. Wom is an instructor gene with a parent-of-origin effect in sex determination.

I
nsect sex determination is characterized
by a large variation of primary instruction
signals. In many species, this instruction
is transduced by the transformer protein
(TRA). Female-specific splicing of tra pre-

mRNA yields a functional TRA protein (TRA-F),
which splices doublesex (dsx) transcripts into
a female-specific isoform, leading to female de-
velopment (1–4). Absence of TRA-F results in
male-specific splicing of dsx transcripts and

male development. TRA-F also regulates tra
transcript splicing into the female-specific iso-
form, thus establishing an autoregulatory loop
of functional TRA-F production (5, 6).
In many Diptera, dominant male-determining

factors (7–11) instruct sex determination. In
Drosophila, the dose of X-linked factors is the
primary signal (12). Hymenoptera have haplo-
diploid sex determination: Haploid males de-
velop from unfertilized eggs; diploid females

develop from fertilized eggs. The only molec-
ularly characterized instructor in Hymenoptera
is complementary sex determiner (csd) of the
honey bee (13–15), where female-specific splicing
of transcripts from the tra ortholog, feminizer
(fem), is needed for female development (15, 16).
The multi-allelic csd gene, a paralog of fem,
contains a hypervariable region and instructs
female development when heterozygous and
male development when homozygous or hemi-
zygous (15, 16). However, most parasitoid wasps,
including Nasonia, do not have csd (17), and
the instructor signal in those haplodiploids is
unknown.
For Nasonia vitripennis, a sex determina-

tion model was proposed in which a primary
instructor gene is maternally silenced in un-
fertilized eggs, whereas fertilized eggs receive
a nonsilenced paternal allele (18, 19). This ma-
ternally silenced instructor gene is not tra it-
self, as in embryos from fertilized eggs both the
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Fig. 1. Transcriptome analysis
of early Nasonia embryos.
(A) RNA-sequencing coverage
(histograms) and read alignments
(horizontal bars) from diploid
female (2n, top), haploid male
(1n, middle), and haploid gynan-
dromorphic embryos (1n, bottom),
located on chromosome 1, 6531.0-
6533.5kb (NC_015867.2, reference
N. vitripennis genome Nvit_2.1).
(B and C) Temporal RT-PCR
profiles of wom and tra for fertil-
ized (B) and unfertilized eggs
(C). Numbers indicate hours post-
oviposition; F and M, adult female
and male samples; (-), control
without cDNA template; gDNA,
adult male genomic DNA. Arrows
indicate male-specific (filled) and
female-specific (open) tra tran-
scripts. (D and E). Temporal
expression profiles of wom (D)
and tra (E) for fertilized and
unfertilized eggs. Reference gene:
EF1a. Error bars: SEM.
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maternal and paternal tra allele are expressed
(20). Therefore, we suggested that an instruc-
tor gene is only expressed after fertilization in
early diploid embryos and activates zygotic tra
transcription (21, 22). This initiates tra auto-
regulation, leading to female development.
To identify this regulatory gene, we se-

quenced transcriptomes of early embryos (see
supplementary materials and methods for de-
tails). Haploid embryos (males) were obtained
from unmated females; diploid embryos (fe-
males) were obtained from mated females,
although their clutches contain ~20% un-
fertilized haploid eggs as well. Additionally,
we used haploid embryos from unmated fe-
males of a gynandromorph strain (HiCD12)
of which ~40% develop into adults with fe-
male characteristics (23).
Zygotic tra expression starts at 5 hours post-

oviposition (hpo) in the syncytial stage (19).
Therefore, transcriptome analysis was per-
formed on 2- to 5-hpo embryos. Differentially
expressed gene (DEG) analysis yielded only
two loci, tra and LOC103317656 (reference
Nasonia vitripennis genome Nvit_2.1, Anno-
tation release 101), to be more highly expressed
in diploid than in haploid embryos. Both loci
were also among the more highly expressed
genes in gynandromorphic embryos compared

to normal haploid embryos (table S1). The dif-
ferential expression of tra is in agreement
with previous results and is an essential fea-
ture of Nasonia sex determination (19). Many
reads from diploid and gynandromorphic em-
bryos, but no reads from haploid embryos,
mapped to the LOC103317656 region (Fig. 1A).
Therefore, LOC103317656 on chromosome 1 is
a compelling candidate for the regulatory
gene, which we call wasp overruler of mas-
culinization (wom).
Wom consists of three exons of 428, 268,

and 1512 base pairs (bp), interrupted by two
introns of 79 and 87 bp. It has a single splice
form, and the coding sequence translates into
a protein of 580 amino acids. The residues 91
to 285 form a P53-like DNA binding domain
(fig. S1) that shares 30 to 43% identity with
P53-family homologs and contains conserved
zinc-binding, dimerization, and DNA binding
motifs. These features correspond to the func-
tional elements of P53 proteins for gene reg-
ulation and transcription in mammals (24–26).
WOM also contains a coiled-coil domain at the
C-terminal region (residues 550 to 577) (fig. S1),
whichmay function in gene regulation (27, 28).
Temporal expression analyses, with tra as in-

ternal control, revealed that wom is expressed
in early diploid embryos but not in haploid
embryos, demonstrating that it is not mater-
nally provided (Fig. 1, B to D, and fig. S2A).
Zygotic transcription of wom starts 2 to 3
hpo (blastoderm stage) and peaks at 4 to 5
hpo (Fig. 1D and fig. S2A), consistent with
the DEG analysis. It coincides with the onset
of zygotic tra expression that peaks at 6 to 7
hpo (19) (Fig. 1E and fig. S2B).Wom expression
abruptly declines at 6 to 7 hpo (Fig. 1D and fig.
S2A) and is not expressed during later female
ormale life stages (fig. S3). The sequentialwom
and tra expression within a defined time win-

dow is consistent with its proposed function of
initiating zygotic tra transcription.
We determined the allelic origin of thewom

transcripts using a synonymous single-nucleotide
polymorphism (SNP) in exon 3 of wom (fig.
S4A) that results in an Nhe I restriction frag-
ment polymorphism. Sequencing and Nhe I
digestion of reverse transcription–polymerase
chain reaction (RT-PCR) products from the
progeny of reciprocal crosses (Fig. 2A) dem-
onstrated thatwommRNA is transcribed only
from the paternal allele in diploid embryos
(Fig. 2B and fig. S4B), in line with the hy-
pothesis that wom is maternally silenced.
To confirm that wom is involved in initiat-

ing zygotic tra expression, we silencedwom in
early diploid embryos by parental RNA inter-
ference (pRNAi) (29, 30). This resulted in a re-
duction of both wom and tra expression levels
in wom pRNAi diploid embryos, at 4 to 5 hpo
for wom [P < 0.001; Welch’s analysis of var-
iance (ANOVA) with Tukey’s test; Fig. 3A
and fig. S5A] and 6 to 8 hpo for tra (P < 0.05;
Welch’s ANOVA with Tukey’s test; Fig. 3B and
fig. S5B). Furthermore, the diploid embryos
hadmale-specific tra transcripts (fig. S5C) and
developed as fully fertilemales (Fig. 3C, fig. S6,
and table S3).Wom-silenced females produced
an increasednumber of haploid sons. Thismight
be a derived wom silencing effect, as females
can adjust the fertilization rate of their eggs.
Conversely, tra pRNAi had no effect on the
early embryonic wom expression in diploid
embryos (P>0.05;Welch’sANOVAwithTukey’s
test; Fig. 3A and fig. S5A), but it reduced tra
expression levels (P < 0.05; Welch’s ANOVA
with Tukey’s test; Fig. 3B and fig. S5B). This
confirms that wom acts upstream of tra in
the N. vitripennis sex-determining cascade
and is essential for initializing zygotic Nvtra
expression.
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Fig. 2. Wom is expressed from the paternal
allele only. (A) Crossing scheme to test the allelic
origin of the wom transcripts. M, maternal; P, paternal.
(B) Restriction fragment length polymorphism analysis
of F1 embryos 4 to 7 hpo. Arrows indicate undigested
(black) and digested (red) PCR products.

Fig. 3. Wom and tra expression in early
zygotes from dsRNA-treated females.
Wom (A) and tra (B) expression in 4- to
5-hpo embryos of mated wom double-
stranded RNA (dsRNA)– or tra dsRNA–
injected females. Error bars depict SEM.
*P ≤ 0.05, ***P ≤ 0.001; n.s., not
significant. (C) Number of wom dsRNA–
or tra dsRNA–injected females and their
offspring number. GFP (green fluorescent
protein)– and MilliQ-injected females
served as controls.
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The genomic organization of wom is com-
plex. The gene is duplicated as two antiparallel
oriented copies (womA and womB) separated
by an intergenic region of 31 kb (Fig. 4A). Both
copies are transcribed (fig. S7, A to C). Down-
stream of the P53-like domain, a region of
540 bp (994 to 1533) shares 83% nucleotide
identity with a 520-bp region of the annotated
Nasonia-specific gene LOC100678853 (refer-
ence Nasonia vitripennis genome Nvit_psr_1.1,
Annotation release 104) (Fig. 4B). This is a
gene of unknown function, 58.5 kb downstream
ofwomA. The intergenic region between womA
and LOC100678853 contains two motifs in-
terspersed by 52 kb (Fig. 4A). Motif I (789 bp)
has 93% similarity andmotif II (330 bp) 98%
similarity with the P53-like domain of wom
(Fig. 4A). The complete sequence of motif II
is included in motif I. An identical copy of
motif II is located 2 kb downstream ofwomB
(Fig. 4A). Apparently, this region of chromo-
some 1 has been a site of dynamic genomic
rearrangements.
Wom and LOC100678853 homologs were

only detected in Nasonia species and their
close relative Trichomalopsis (fig. S8). By
contrast, wom-like genes lacking the partial
LOC100678853 homologous region were only
found in three other pteromalids (Cecidostiba
fungosa, Cecidostiba semifascia, and Pteromalus
puparum) (fig. S8). These species also lacked
the entire LOC100678853 gene. Sequence align-
ment and comparison of nonsynonymous to
synonymous substitutions suggest that wom
is an evolutionary new, chimeric, gene (supple-
mentary text and table S5).
The molecular identification of primary sex

determination genes has proved to be challeng-
ing (7–11). The existence of a female instructor
gene in Nasoniawas predicted (19, 20), but its
identity remained unknown. Here, we dem-
onstrate that wom is a de novo evolved in-
structor gene with a parent-of-origin effect.
It is maternally silenced, but is transcribed
from the paternal allele in fertilized eggs, to
initiate female development.

The existence of wom also may be relevant
in explaining two cases of uniparental female
offspring inNasonia (23, 31).Wom is not com-
pletely maternally silenced in haploid HiCD12
early embryos (fig. S9A) that partially develop
as females (23). It is unlikely that this is due to
a wom mutation, as no potential functional
differences were detected in the HiCD12 gene
sequence or its 2.5-kb upstream region (fig.
S10). We hypothesize that the putative gynan-
dromorph (gyn) gene, which maps to chromo-
some 4, is involved in maternal silencing of
wom, and a loss-of-functionmutation inHiCD12
leads to (partial) failure of imprinting.
Uniparental female offspring have been ob-

served in a polyploid line (32). Triploid females
occasionally produce diploid female offspring
without fertilization (31). This may be due to
dosage disruption in polyploid females, possi-
bly combined with a wommutation, resulting
in defective wom imprinting.
Requirement of the paternal genome for fe-

male development is characteristic for haplo-
diploid reproduction. Wom is identified here
as an instructor gene for female development
with a parent-of-origin effect. Like csd in the
honey bee, it is located in a dynamic genomic
region (16, 33). This suggests that, within
Hymenoptera, various genes have evolved
upstream of tra to enable paternally medi-
ated onset of female development.
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Fig. 4. Genomic organization of the wom locus. (A) Two copies, womA and womB, are present in antiparallel orientation. The medium gray block represents
the p53-like domain. The downstream yellow block represents the partial LOC100678853 sequence (yellow). P53-like domain sequence motifs I (dark gray box)
and II (light gray box) are located between womA and LOC100678853. Motif II has an identical copy 2 kb downstream of womB. (B) Detailed structure of womB. Boxes
represent exons, lines represent introns. The green block represents the coiled-coil region. UTR, untranslated region.
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S
hangha i i s ca l l ed

‘Shen’ and also can be

shortened to ‘Hu’. It is

surrounded by water

on three sides, the Yangtze Riv-

er to the north, the East China

Sea to the east, and Hangzhou

Bay to the south. The legend

of Shanghai is recorded by the

surging Yangtze River and the

vastness of the Pacific Ocean.

Shanghai leaves behind much

of the country when it comes

to performance and thanks to

the integration of the Yangtze

River Delta, which has been

accelerated, Shanghai's econo-

my has been constantly making

new records. In 1990, China’s

first financial and trade zone,

Pudong Lujiazui Financial and

Trade Zone, was established;

in 2013, the first China Pilot

Free Trade Zone was estab-

lished in Pudong; in 2018, the

first China International Import

Expo was held and the world

watched, amazed.

Shanghai’s strength in technolo-

gy and industrial system can put

our country on the international

map. The city’s presence is

everywhere, whether it is in ma-

jor scientific and technological

achievements such as Jiaolong,

Tiangong, Beidou, FAST, Mi-

cius, and large passenger air-

craft, or scientific developments

in basic frontier research in Chi-

na, to original innovation and

independent R&D teams of key

technologies such as integrated

circuits andAI.

Shanghai is also renowned for

its immense historical and cul-

tural value. Books published

by the Commercial Press and

Zhonghua Book Company

are sold across the country.

Shanghai is also the birthplace

of Chinese oil painting, carica-

ture, the cosmopolitan style of

Peking opera, Shaoxing opera,

Shanghai opera, comics, dra-

ma, etc. Shanghai’s newspaper

and film industry have played

an important role in China’s

cultural development.

Shanghai has a highly evolved

education system with nu-

merous famous schools and

excellent talents. People want

to attend reputable universi-

ties such as Fudan University,

Tongji University, Shanghai

Jiao Tong University, East

China Normal University,

Donghua University, East Chi-

na University of Science and

Technology and ShanghaiTech

University, where they can

grow by learning and exploring

or develop their skills further

through teaching or research.

Some universities in Shanghai

have developed into world-

class institutions. They have

invested a lot of effort to

strengthen the talent teams and

improve their ability of inde-

pendent innovation. They have

learnt from the development

experience of overseas higher

education systems so they can

make innovations within their

own mechanisms, highlight

their revolution, focus on their

quality, and accelerate their

development. Shanghai’s uni-

versities precisely connect the

needs of economic and social

development with the Master

Plan of National Development

Strategy in terms of course set-

up, industry-university-research

cooperation, transfer and trans-

formation of academic achieve-

ments, consulting and research

of decision-making, and think-

tank development.

A team of top-class scholars

is essential for the develop-

ment of a top-class university.

Therefore, Shanghai universi-

ties actively look at growing

the talent collection. With

the development of domestic

economy and the increase

of scientific research funds,

Shanghai’s universities are

now seeing some excellent

teachers while the faculty has

increasingly grown to be on

par with international world

class universities. However,

everyone wants to step up to a

better place instead of remain-

ing in one place all the time. In

the face of global competition,

Shanghai’s universities have

provided a positive mechanism

to retain excellent teachers.

With exceptional talent devel-

opment, accurate talent servic-

es, and perfect incentive and

evaluation mechanism, Shang-

hai’s universities are looked

upon favorably by numerous

high-level talents and it has led

to many of them being drawn

to Shanghai from all over the

world in 2020.

THE SURGE OF HUANGPU RIVER,

THE BLOOM OF SHANGHAI

■
Fo
cu
s
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n
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a
n
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a
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聚焦上海

Shanghai is a charming city. The Master Plan of Shanghai (2016-2040) paints a blueprint of Shanghai’s future: “In the future, buildings will

be enlightening, streets will be strolling-friendly, parks will be enjoyable, and the skyline will be breathtaking. Shanghai strives to create

the image of humility, elegance, warmth, and enjoyment!” In future, more universities and disciplines in Shanghai will get into the top

ranks in the world. Will you be in Shanghai then? We welcome more scholars to join our team so we can successfully develop Shanghai’s

higher education field!

Wewelcome excellent scholars interested in applying for talent programs in China to contact us through

AcaBridge (consultant@acabridge.edu.cn), which provides one-on-one consultations.
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S
hanghai Jiao Tong University (SJTU) is one of

the higher education institutions which enjoy a

long history and a world-renowned reputation

in China. Through 120 years' unremitting ef-

forts, SJTU has become a comprehensive, research-orient-

ed, and internationalized top university in China.

SJTU now has 31 schools/departments, 32 research insti-

tutions, 13 affiliated hospitals, with around 40,000 students

and over 3,000 full-time faculty, including the leading

number of academic masters such as academicians of the

Chinese Academy of Sciences and the Chinese Academy

of Engineering, candidates for overseas talent programs

and winners of National Outstanding Youth Fund among

institutes of higher education in China.

Today SJTU has 67 undergraduate programs, 42 first-level

disciplines authorized to offer doctorate degree, 57 first-lev-

el disciplines authorized to offer master degree. According

to the latest Thomson Reuter’s Essential Science Indicator

(ESI), SJTU has 19 disciplines listed World Top 1%, with 7

disciplines ranking World Top 1‰ and Engineering ranking

World Top 1‱. In 2019 QS World University Rankings by

Subject, SJTU has 25 subjects ranking World Top 100, of

which 10 subjects rank World Top 50. By 2018, SJTU has

led the country for the 9th consecutive year in terms of both

the project number and the amount of funds supported by

National Natural Science Foundation of China. SJTU also

ranks top among all Chinese universities in the total number

of published SCI papers.

Shanghai Jiao Tong University, carrying the mission of

preserving cultural heritage, and seeking for the truth,

bearing the responsibility of invigorating the Chinese na-

tion and developing for the benefits of mankind, today this

centennial university is sailing for the aim of becoming a

comprehensive, research-oriented and internationalized

world-class university. SJTU will provide free academic

environment, strong research support and competitive

compensation package for the talents.

SJTU, your stage to becoming academic master!

1. Recruiting Categories:
(1) Chair Professor/Distinguished Professor/Full Professor

with Tenure

(2) Tenure-track Associate Professor

2. Work and Life Treatment:

(1) Salary Benefits: With reference to the corresponding

positions in the world's top universities, competitive remu-

neration and welfare benefits will be provided;

(2) Start-up Package: Adequate research fund negotiable

according to research demand;

(3) Housing: Assistance will be given in solving housing

problem with furnished interim apartment provided;

(4) Child Education & Health Care: Assistance will be giv-

en in medical treatment and children’s education depend-

ing on affiliated hospitals and schools.

3. How to Apply:

Application Materials:

(1) Cover letter for the position that you are applying for;

(2) CV (with publication list);

(3) Expertise and academic results;

(4) No less than 5 representative papers.

Application materials should be integrated into a PDF doc-

ument named “name—position—discipline”.

SJTU Talent Resources Department

Tel: 86-21-34206732, 34206724

E-mail: faculty@sjtu.edu.cn.
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F
ounded in Shang-

h a i i n Oc t o b e r

1951, East China

Normal University

(ECNU) is one of China’s

top research universities.

Directly under the Ministry

of Education and sponsored

by the national key univer-

sity programs — “Project

211” and “Project 985” —

the university is renowned

for its teacher education

and high-level research

programs in both basic and

applied sciences.

In 2017, ECNU was se-

lected into Class A of the

Double First Class Program

(First Class University and

First Class Academic Disci-

pline in the World), an edu-

cation initiative launched by

the Ministry of Education

aiming at developing elite

Chinese universities into

world-class institutions by

the end of 2050.

Adhering to the strategy of

pursuing interdisciplinary

development, internation-

alization, and informatiza-

tion, ECNU has made great

achievements in talent

training, scientific research,

community service and

international exchanges in

the past few decades.

With the five action plans,

i.e. Education Plus, Ecology

Plus, Health Plus, Intelli-

gence Plus and Internation-

alization Plus as the petals,

the university is working

hard to forge the Flower of

Happiness, ECNU’s recent-

ly formulated university de-

velopment initiative. With

all these efforts, ECNU

intends to fulfill its vision of

“Creativity, Character and

Community”.

Job Opportunities

ECNU invites applications

for tenure-track faculty

positions in multiple dis-

ciplines in all ranks from

assistant professors to full

professors. The positions

of research scientists and

postdoctoral fellowships are

also open for application.

Qualifications

Applicants must possess

a doctorate degree in a

closely related field and

show evidence of relevant

teaching and research ex-

perience, including peer-re-

viewed publications. They

must have a professional

record that proves their

external funding history or

potential.

For more detailed information, please contact:

Contact: Mr. Wang

Ofice Tel: 86-21-62235058

E-mail: cwang@bio.ecnu.edu.cn

Talent Recruitment: www.jobs.ecnu.edu.cn

Personnel Department: http://hr.ecnu.edu.cn/

Job Opportunities at
East China Normal University

ECNU Recruitment

Announcement

ECNU Talent

Recruitment Platform
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E
ast China University of Science

and technology (ECUST) is a key

university directly under the admin-

istration of the Ministry of Educa-

tion (MOE) of the People's Republic of

China. Located in Shanghai, a center of

China’s economy, finance, commerce and

shipping, ECUST is listed on Project 211

and 985 Project Innovation Platform. In

2017, ECUST was chosen to participate in

the Double First-Class Plan. Based on Es-

sential Science Indicators (ESI) database,

Chemistry, Material Science, Engineering,

Biology and Biochemistry, Pharmacology

and Toxicology, Agricultural Science,

Computer Science, Environmental Ecol-

ogy in ECUST rank top 1% globally,

Chemistry being among top 1‰. Chemical

Engineering and Technics was assessed as

No.1 in MOE’s 4th Discipline Assessment.

In the newly released 2020 QS University

Rankings, ECUST was 28th among China

mainland universities. According to Times

Higher Education (THE) World University

Rankings, ECUST situated at 28th among

China mainland universities. In 2020 US

News University Rankings, ECUST was at

41st among China mainland universities.

And based on 2020 ESI Chinese Universi-

ty Rankings, ECUST was at 28th.

POSITIONS AND

COMPENSATION PACKAGES

1.Recruitment Program for Outstanding

Professionals

Applicants engaged in scientific researches

who possess a PHD degree granted by

prestigious overseas universities, with

formal teaching and researching positions

in overseas prestigious universities, in-

stitutions or enterprises for consecutive

36 or more months, will be able to work

full time in China. As the elites among

the peers in certain field, the outstanding

professionals shall have the potential of

becoming leading figures in the future.

Outstanding PHD students can be recruit-

ed in exceptional cases. Applicants have

no full domestic employment or less than a

year upon application.

● Annual salary: 500,000 RMB or more

(before tax).

● National research fund:1,000,000-

3,000,000 RMB, a 3,000,000 RMB coun-

terpart fund will be provided by ECUST.

● Housing benefits of 2.5 million RMB

(including allowance from the National

and Shanghai Municipal Governments).

Fully furnished Teachers Apartment avail-

able at preferential rent.

● Special quotas for recruiting doctoral

students provided.

● Help with job arrangements for the

spouse as well as talents’ children’s en-

trance into kindergarten, primary school

and secondary school.

● To those failed the final Recruitment

Program for Young Professionals defense,

ECUST offers associate Distinguished Re-

search Fellow or above.

2.ECUST Distinguished Research Fellow/

Associate Distinguished Research Fellow

(1) Distinguished Research Fellow

Applicants should have high morality in

science, dedicated to rigorous research. Ap-

plicants should possess a PhD degree grant-

ed by prestigious overseas universities, with

formal teaching and researching positions

in overseas prestigious universities, insti-

tutions or enterprises for 2 or more years,

who will be able to work full time in China.

As the elites among the peers in certain

field, the young professionals shall have the

potential of becoming leading figures in the

future. Applicants have acquired important

achievements equal or close to profession-

als selected in The Recruitment Program for

Young Professionals or average top youth

talents, have definite research direction and

features, and display strong academic po-

tentials.

● Annual salary: 350,000 RMB or more

(before tax).

● Research fund:1,000,000 RMB for ma-

jors of science and engineering, 500,000

RMB for majors of arts.

● Special quotas for recruiting doctoral

students provided.

(2) Associate Distinguished Research Fellow

Applicants should have high morality in

science, dedicated to rigorous research.

Applicants should possess a PHD degree

granted by prestigious overseas universi-

ties,

have rich research background, have ac-

quired important achievements equal or

close to the qualifications for associate

professors or research fellows in ECUST,

and display quite strong academic poten-

tials. Applicants should be able to work

fully in ECUST after being employed.

● Annual salary: 250,000 RMB or more

(before tax).

● Research fund: 500,000 RMB for majors

of science and engineering, 200,000 RMB

for majors of arts.

● Special quotas for recruiting master stu-

dents provided.

3.Professor/Associate Professors/Excel-

lent Scholars

Professionals in the fields of sciences, engi-

neering and humanities at home and abroad,

have acquired important achievements and

displayed quite strong academic potentials.

Applicants should be able to work fully in

ECUST after being employed.

Competitive payment and development

opportunities provided.

4.Postdocs

● Annual salary: 210,000 RMB or more

(before tax) for majors of sciences and

engineering, 180,000 RMB or more (before

tax) for majors of humanities.

● Residence registration will be processed

in line with post-doctor management regu-

lations.

● Support will be given to working post-

docs applying for national and Shanghai

talents programs, China National Funds

for natural sciences as well as postdoctoral

foundations.

● Excellent post-doctors can apply for ten-

ure tracks after their postdoctoral work.

Email: rsc@ecust.edu.cn
Web: http://personnel.ecust.edu.cn/

EAST CHINA UNIVERSITY OF SCIENCE AND TECHNOLOGY
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D
onghua University (DHU) is one of the National Key

Universities directly under the Ministry of Education

(MoE) of China and enlisted in China’s “Project 211”

and “Double First-Class University Plan”. Located

in Shanghai, DHU has three campuses: Songjiang Campus,

Yan’an Road Campus and Xinhua Road Campus, covering

an area of nearly 329 acres with an overall floorage of over

780,000 m2. Over the past 70 years of development, DHU

has evolved from a single-disciplinary textile institute into a

multi-disciplinary national-key university, with engineering

at its core supplemented by science, management, human-

ities. DHU strives to carry out talent cultivation, scientific

research, social service, cultural preservation and innovation,

and international cooperation and exchanges. It provides

expertise and scientific and technological support for the de-

velopment of Shanghai and China.

Faculty

DHU is committed to academic excellence and the recruit-

ment and development of its academic faculty. Of the total

number of more than 2,200 faculty and staff, over 1,300

are faculty members, among which over 900 are holders of

senior professional/titles，forming a faculty team including

academicians, experts selected under winners of National

Science Fund for Distinguished Scholars, winners of Nation-

al Fund for Outstanding Youth Talents, Chief Scientist of the

National 973 Programme, winners of National Key Research

and Development program, and other high-level talents as

well as outstanding young and middle-aged academic elites.

Education

DHU has contributed to the process of comprehensive re-

form by developing staff as high-quality talents with inno-

vative spirit and sense of social responsibility. It continues

to deepen the reform of education and teaching, innovating

in its cultivation of talent and demonstrating a commitment

to quality assurance and enhancement at undergraduate and

postgraduate levels. At present, nearly 30,000 students are

enrolled at DHU, including over 14,000 undergraduates,

nearly 7,000 postgraduates, over 2,000 students pursuing

adult education and more than 4,800 international students.

Research

DHU continues to build a comprehensive discipline with

textile as the “body”, materials science and design as “two

wings” and innovation as the “engine”. Currently, DHU of-

fers 6 postdoctoral research programs, 10 doctoral programs

in first-level disciplines, 2 doctorate degree conferment cat-

DONGHUA UNIVERSITY

Welcome Distinguished

Scholars from Home and Abroad
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Donghua University Shangshi Forum for International

Young Scholars will be held online on 25th Dec. 2020. Wel-

come young scholars to exchange latest research trends.

More information please contact us by email rcb@dhu.

edu.cn or by telephone (+86) 021-67792042

egories, 28 Master’s programs in first-level disciplines, 17

professional Master’s programs, and 55 undergraduate pro-

grams across 9 disciplines including engineering, science,

management and so on. DHU has won 28 National Natural

Science Awards, National Invention Awards and National

Science and Technology Progress Awards. It has also led

8 national key research and development programs in the

past two years.

Social Responsibility

In recent years, more than 5,000 industry-university-re-

search cooperation programs have been established and

a large number of scientific research achievements have

been widely applied in areas such as aerospace, military,

architecture, environmental protection and new materials,

making positive contributions to the successful launches

of Shenzhou V to Shenzhou XI manned spacecraft and

of Tiangong-1 and Tiangong-2 space stations. In addi-

tion, DHU works with local government to propel the

construction of “Greater Donghua Fashion and Creative

Industries Complex” and “Greater Songjiang University

Town Innovation Park”. Furthermore, DHU is promoting

the development of the alumni association, foundation and

governing board to enhance external relationships.

Colleges (Departments, Centers)

∙College of Textile

∙College of Fashion and Design

∙Glorious Sun School of Business and Management

∙College of Mechanical Engineering

∙School of Information Sciences and Technology

∙School of Computer Sciences and Technology

∙College of Materials Science and Engineering

∙College of Environmental Science and Engineering

∙College of Humanities

∙College of Marxism Studies

∙College of Science

∙College of Foreign Languages

∙Department of Physical Education

∙Continuing Education College

∙International Cultural Exchange School

∙Shanghai International College of Fashion and Innova-

tion

∙Innovation Center for Textile Science and Technology

∙Center for Civil Aviation Composites

∙Center for Advanced Low-dimension Materials

∙Shanghai International Fashion Innovation Center

Shanghai Universities

First-Class Disciplines Project

∙Textile Science and Engineering

∙Materials Science and Engineering

∙Design

∙Mechanical Engineering

∙Control Science and Engineering

∙Environmental Science and Engineering

∙Chemistry

Recruitment Positions

Donghua University Distinguished Research Fellow

1. Under the age of 35 for researchers in natural science and

engineering science, or under the age of 40 for researchers in

humanities and social sciences.

2. Applicant should get PhD degree and have post-doctor

experience or obtained assistant professorship or above in

prestigious overseas universities; or professors in domestic

high-level universities or institutions.
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S
hanghaiTech is a

young resource-rich

university with a

modern residential

campus in the heart of

Shanghai Pudong’s Zhang-

jiang Hi-Tech Park. With an

academic focus on STEM

research, ShanghaiTech

is committed to serving Chi-

na’s national challenges in

economic and social devel-

opment with the focus on

science and technology, and

nurturing the next genera-

tion of innovative scientists,

inventors and entrepreneurs.

With the backing and sup-

port of Shanghai Municipal

Government and Chinese

Academy of Sciences,

ShanghaiTech’s six schools

and four research institutes

are committed to tackling

the challenges that China

and the world are facing in

the fields of energy, materi-

als, biology, environment,

human health, information

technology and mathemat-

ics.

For more information,

please visit: www.shang-

haitech.edu.cn.

OPPORTUNITIES TO SHINE AT

SHANGHAITECH UNIVERSITY
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To apply: using this format, please submit

1.Cover letter (Firstname_Lastname_Cover_Letter.pdf)

2.Research plan (Firstname_Lastname_Research_Plan.pdf)

3.CV (Firstname_Lastname_CV.pdf)

To talents@shanghaitech.edu.cn

ShanghaiTech

is now seeking talents

in the following fields

School of Physical Science

and Technology: energy,

system materials, photon

and condensed state, mate-

rial biology, environmental

science and engineering

School of Life Science and

Technology: molecular

and cell biology, structur-

al biology, neuroscience,

immunology, stem cells

and regenerative medicine,

system biology and biologi-

cal data, molecular imaging,

biomedical engineering

School of Information

Science and Technology:

computer science, electrical

engineering, information

engineering, artificial intelli-

gence, network and com-

munication, virtual reality,

statistics, big data and data

mining

School of Entrepreneur-

ship and Management:

economics, finance, ac-

counting, management,

marketing, strategy and

entrepreneurship

School of Creativity and

Art: intelligent design,

entertainment design

Shanghai Institute for Ad-

vanced Immunochemical

Studies: antibody therapy,

Immunotherapy, cell thera-

py, regeneration medicine

iHuman Institute: bio-im-

aging, biology, chemistry,

computational biology, AI/

ML

Institute of Mathematical

Sciences: pure mathemat-

ics, theory of computing,

applied mathematics

Institute of Humanities:

Chinese Philosophy,Western

Philosophy, Logic, Science

Philosophy,Aesthetics,

Ancient literature, modern

literature, literary theory,

comparative literature and

world literature, Chinese writ-

ing, Chinese history,World

history, Historical theory,Art

history, English language

teaching & English literature,

French, German, British and

American literature, French

literature, German literature

Religious Theory, Cultural

Anthropology, Political Theo-

ry, the Science of Law, Social

Theory

Following positions

are opening

Tenured and Tenure-track

positions: assistant profes-

sor, associate professor and

full professor. Successful

applicants will have a doc-

toral degree, and are expect-

ed to establish a record for

independent, internationally

recognized research, su-

pervise students and teach

high-quality courses.

Research positions:

post-doctoral research

fellow, research assistant

professor, research associate

professor and research pro-

fessor. Successful applicants

will have a doctoral degree,

a good research record and

great passion for research.

Assistant positions: teach-

ing assistant, research

assistant, and administrative

officer. Successful appli-

cants will have a Master’s

degree and relevant working

experience.

ShanghaiTechwill offer

attractive compensa-

tion packages, including

Initial research support

package: reasonable start-

up funds, research asso-

ciates and post-doctoral

fellows, laboratory space to

meet research needs.

Compensation and ben-

efits: highly competitive

salary commensurate with

experience and academic

accomplishments, a com-

prehensive benefit pack-

age.

Subsidized housing:

on-campus 80/100/120 m2

faculty apartments availa-

ble at low rent for tenured

and tenure-track faculty,

on-campus postdoctoral

dormitories, off-campus

postdoctoral apartments

and municipal apartments

subsidized by Shanghai

government.

Relocation & travel

allowance: reimbursement

of expenses for household

relocation and family’s one-

way travel.

Family assistance: support

with children’s education;

affiliated kindergarten,

primary and middle schools.
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Who’s the top

employer for 2020?
Science Careers’ annual survey reveals

the top companies in biotech & pharma

voted on by Science readers.

Read the article and employer profles

at sciencecareers.org/topemployers
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ASSISTANT/ASSOCIATE PROFESSOR OF

CELLULAR BIOLOGY AND ANATOMY

The Department of Cellular Biology and Anatomy at the LSU Health
Sciences Center School of Medicine in Shreveport is restarting a faculty
search seeking a candidate holding a Ph.D. or equivalent degree for a
tenure-track position at the level of Assistant or Associate Professor. To
be considered for the position, the candidate should have expertise in the
areas of Cellular Biology and theAnatomical Sciences. Candidates having
an established research direction/expertise in cardiovascular diseases and
related areas are particularly encouraged to apply.

This position is part of a continued expansion of the research program in
the department. The successful candidate will participate in team-based
teaching for Gross Anatomy in our Medical, Graduate, and Allied Health
Curricula. Additional experience in teaching Cellular Biology, Neuroanat-
omy, or Histology is a plus. The requirements for Assistant Professor
include a minimum of two years of postdoctoral research experience. For
the Associate Professor rank a minimum of fve years of experience at the
level of Assistant Professor. The successful candidate is also expected to
have a record of scholarly and research activity during their career. For the
Associate Professor rank, extramural funding (NIH R01 or equivalent) is
expected. Salary and laboratory start-up packages for individuals applying
for this position will be commensurate with experience.

This is an exciting opportunity for the appropriate candidate to play a
signifcant role in the future growth of the Department and its research
programs. In addition, there are numerous opportunities for the
development of collaborative research projects with faculty members in
our multidisciplinary Center for Cardiovascular Disease and Sciences here
at LSUHSC.

Please submit application with full curriculum vitae and names of three
references via email to Ms. Jennifer Harper (jharpe@lsuhsc.edu),
Departmental Coordinator, Department of Cellular Biology and Anatomy,
LSU Health Sciences Center, School of Medicine in Shreveport,
Shreveport, LA 71130. Please include with your packet a letter that
summarizes your future research plans. Review of applications will begin
immediately and will continue until the position is flled.

LSUHSC – Shreveport is an equal opportunity employer and all qualifed
applicants will receive consideration for employment without regard
to race, color, religion, sex, national origin, disability status, protected

veteran status, or any other characteristic protected by law.

ASSISTANT/ASSOCIATE/FULL PROFESSOR
Faculty Positions in Biochemistry &Molecular Biology

The Department of Biochemistry&Molecular Biology at the University of
Oklahoma Health Sciences Center (OUHSC) invites exceptional scientists
to apply for tenured/tenure-track eligible faculty positions. Applications
from individuals with expertise in biochemistry and molecular biology are
requested and areas of special interest include bioenergetics, metabolism,
adult stem cells/tissue regeneration, cell signaling and mechanisms of
neurodegeneration. The start date is negotiable beginning Spring 2021.

Minimum Qualifcations and Requirements: Successful candidates are
expected to develop innovative and externally funded research programs,
participate in departmental education programs, and contribute to service
opportunities. Candidates should have a PhD and/or MD with a strong
record of research accomplishments.Candidates at theAssistant Professor
level are expected to have signifcant postdoctoral research experience with
the potential of developing an extramurally funded, nationally recognized
research program, while candidates at the Associate/Full Professor level
are expected to have an established nationally/internationally recognized
research program.

The Department of Biochemistry & Molecular Biology is one of fve basic
science departments within the College ofMedicine at OUHSC, providing
a highly interactive group of scientists with interests in geroscience,
mitochondrial function, metabolism and protein structure. The department
is home to the Oklahoma Nathan Shock Center on Aging, a Geroscience
T32 Training Program and a Cellular and Molecular Geroscience CoBRE
grant and receives over $9M in extramural funding annually.

Successful applicants will receive a competitive salary commensurate
with rank and experience, a generous, multi-year start-up package, and be
assigned newly renovated laboratory space. For further information about
the department go to https://basicsciences.ouhsc.edu/bmb/.

Candidates should submit a curriculum vitae, a description of current
research interests, and future research plans as one pdf fle. They should also
include contact information for at least three references. Please send the
application packet to Melissa-K-Day@ouhsc.edu. Confdential inquiries
may be addressed to Dr. Ann-Louise Olson, Chair Biochemistry Search
Committee (Ann-Olson@ouhsc.edu).

The University has a commitment to diversity, equality and inclusion.
TheUniversity ofOklahomaHealth SciencesCenter is an equal employment
opportunity and affrmative action institution http://www.ou.edu/eoo!
Individualswithdisabilitiesandprotected veteransare encouraged toapply.

Science Careers helps you advance
your career. Learn how !

 Register for a free online account on

ScienceCareers.org.

 Search hundreds of job postings and

fnd your perfect job.

 Sign up to receive e-mail alerts about job

postings that match your criteria.

 Upload your resume into our database

and connect with employers.

 Watch one of our many webinars on

diferent career topics such as job

searching, networking, andmore.

 Download our career booklets, including

Career Basics, Careers Beyond the Bench,

and DevelopingYour Skills.

 Complete an interactive, personalized

career plan at “my IDP.”

 Visit our Employer Profles to learnmore

about prospective employers.

 Read relevant career advice articles from

our library of thousands.

Visit ScienceCareers.org

today — all resources are free

SCIENCECAREERS.ORG



As an undergraduate, I was just ex-

cited to be involved in science and 

making discoveries. I was oblivious 

to the true currency of science: pub-

lications. I dived into my assigned 

project to develop and optimize 

a cell culturing system, then col-

lected as much preliminary data as 

I could. In a conversation with the 

principal investigator and postdoc I 

worked with, they mentioned that I 

would be the first or second author 

when they published the work, but 

we didn’t get into specifics.  

After leaving the lab, I was in 

contact with the postdoc and the 

graduate student who took over 

the project, eager to be a co-author 

on my first paper. Then, I got some 

bad news: The cell lines I had been 

working with were contaminated. 

The graduate student had repeated my experiments—based 

on the protocol I had written, methods I had taught him, 

and observations and interpretations I had shared—and he 

was able to replicate the phenomena I had observed. He 

assured me that my contributions were still recognized and 

that I would be third author on the eventual paper.

I went on to start graduate school myself. I occasionally 

checked in with the graduate student and postdoc about 

the project and offered to help write the manuscript. When 

the student told me that he was postponing submission for 

personal reasons, I decided to back off, expecting that they 

would reach out when they needed my input.

Eventually, after not hearing anything from them for more 

than a year, I emailed to check in. That’s when I learned that 

the paper had already been written, submitted, and accepted 

for publication—and I had been excluded from the process 

and the author list. Instead, I was acknowledged “for prelimi-

nary studies and technical expertise.” When I insisted that 

I should be an author, as we had 

discussed, they told me I had “just” 

been a technician.

Most journals’ policies state that 

authorship should be based on mak-

ing a significant contribution to the 

conception or design of the work, or 

the acquisition, analysis, or inter-

pretation of the data. Authors may 

also be required to help write the 

manuscript, but guidelines from the 

International Committee of Medical 

Journal Editors—which the journal 

that published this paper adheres 

to—state that this requirement is not 

meant to disqualify individuals who 

otherwise meet the criteria. Based 

on that definition, my contributions 

did merit authorship. I was hurt to 

see my work being trivialized—in 

large part, I believe, because I had 

done it as an undergraduate technician.

I now work in a different discipline, so I hope I can share 

my story without jeopardizing my future career. In retro-

spect, I should have initiated explicit conversations about 

authorship from the beginning, with all members of the 

project. Before I left the lab, I should have written up my 

results and methods in a format that could readily be in-

cluded in the eventual paper.

But the community needs to address a broader prob-

lem: the convention of excluding undergraduate students 

and technicians from authorship lists. A researcher’s title 

doesn’t make their contribution any less significant. Junior 

researchers are often critical to a project’s success, and we 

need to make sure that everyone who contributes gets the 

credit they deserve. j

Emily Fogarty is a Ph.D. student at the University of Chicago. 

Send your career story to SciCareerEditor@aaas.org.

Credit where credit is due

W
hile I recognise that she thinks she had a major contribution to the project it will be dif-

ficult to show that she did more than a technician’s job.” This was the infuriating response 

I received in a long email thread with former colleagues about work I had done as an 

undergraduate researcher. During my 7-month internship, my colleagues in the lab told 

me I would be an author when they wrote up the work. A few months ago, I was shocked 

to learn that the resulting paper had already been accepted for publication—and that my 

contribution had been relegated to the acknowledgments section. This was my wake-up call about 

the need to speak up for myself regarding authorship, and to speak out against the unfair conven-

tion of diminishing the contributions of undergrads and technicians to scientific research. 

By Emily Fogarty
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“When I insisted that I should 
be an author … they told me I had 

‘just’ been a technician.”
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